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§ 1. Introduction

For the purpose of these notes, a local field is defined to be a field $K$, equipped with a non-trivial real-valued valuation $a \to |a|$ such that $K$ is complete with respect to this valuation. It is assumed, furthermore, that the valuation of $K$ is non-archimedean, i.e. that the triangle inequality holds in the form

\[ |a + b| \leq \max(|a|, |b|). \]

Although, from the standpoint of number theory, the main interest is concerned with those local fields which are locally compact, we do not make any assumption in this direction.

Our starting point is the observation that for any local field there is an analytic theory of periodic functions which is very much analogous to the classical theory of doubly periodic complex functions. More precisely, the parallelism between these two theories becomes evident if one considers in the complex case the Fourier expansions, usually called $q$-expansions, of the functions involved. The situation can be described simply by saying that the classical $q$-expansions, if freed from normalizing constants which have no counterpart in the non-archimedean case, converge universally and thus lead to a theory of periodic functions over an arbitrary local field.

The theory of $q$-periodic functions over local fields has been developed by Tate. Since no exposition of this theory seems to be available in published form, except a brief remark by Shatz [18], we have included in these notes such an exposition, which will be found in § 2, based on an oral communication by Tate.

For any $q \in K$ with $0 < |q| < 1$, we shall show in § 2 that the $q$-periodic functions defined over $K$ form an elliptic function field over $K$, denoted by $E_K(q)$. Once this has been established, the following question arises: Which elliptic function fields $E/K$ can be analytic?

\[ \text{1) Much of what we shall say, however, remains true if the valuation of } K \text{ is archimedean, i.e. if } K \text{ is the real or the complex number field (a notable exception being the last statement in theorem VII, § 3).} \]

\[ \text{2) For the classical theory we refer e.g. to [6]. One should remark that what in the classical theory is usually denoted by } q \text{, will be } q^{1/2} \text{ in our notation.} \]
ally represented by a field $F_K(q)$ of periodic functions? In the classical case, over the complex number field, it is well known that every elliptic function field is represented by a field of periodic functions. Over a local field $K$, the situation is different, even if $K$ is algebraically closed. Namely, we show in § 3 that a necessary condition for $F | K$ to admit such an analytic representation is that its absolute invariant $j$ satisfies $|j| > 1$. If $K$ is algebraically closed, this condition is also sufficient, while for an arbitrary local field there are additional conditions, due to the fact that an elliptic function field need not have a prime divisor of degree 1 and even if it does it is not uniquely determined, up to $K$-isomorphisms, by its absolute invariant (see § 3).

The condition $|j| > 1$ characterizes those elliptic function fields $F | K$ which do not admit a good reduction modulo the prime of $K$, not even after applying an algebraic extension of the field of constants. These fields have resisted so far a detailed investigation by "algebraic" methods, and it seems to us a fortunate circumstance that the analytic methods, as developed in these notes, lead to such fields and thus provide us with a handy tool for investigating these fields. This is what we propose to do in these notes which are based on several lectures which we have given at various places, including Columbus (Ohio), Hamburg and Heidelberg, in the past years.

These lectures were directed to an audience which was supposed to have acquired a fair knowledge of the algebraic theory of function fields. Such knowledge will be helpful also for the reader of these notes although he will perceive that only the very rudiments of this theory are required; for these he may consult e.g. [3], [5] or [10]. For the benefit of the reader, we have included an appendix devoted to some aspects of the algebraic theory of elliptic function fields which are used in the text, namely their absolute and Hasse invariants, their Jacobian function fields, and their automorphisms.

We are now going to describe briefly the contents of these notes. § 2 contains an exposition of the theory of periodic functions. The necessary facts about the general theory of analytic functions over local fields, which are stated without proof, can be found in [8]. The central theorem of this § 2, and of most of these notes, is the Abelian-Jacobi theorem which appears in two stages: first in proposition 1 as part of the analytic theory, giving a necessary and sufficient condition for a periodic divisor to be the divisor of a periodic function. Once this has been established, the application of the well known Artin-Whaples theorem exhibiting the structure of the field $F_K(q)$ of periodic functions as an elliptic function field. In the second stage, the Abel-Jacobi theorem then can be interpreted as describing the structure of the group of divisor classes of degree 0 of this elliptic function field by means of a canonical isomorphism $\Phi_q$ to the factor group $K^*/q$ of the multiplicative group of $K$ modulo the cyclic group generated by the fundamental period $q$. We have here one of the rare occasions that the group of divisor classes of degree 0, which plays a fundamental role in the algebraic theory of function fields, can be explicitly described. The isomorphism $\Phi_q$ can be regarded as a substitute of the integration procedure which is usually used in the classical case (see e.g. Chevalley [3], p. 172) and $K^*/q$ is the multiplicative analogue to the parallelogram of periods appearing in the classical theory of doubly periodic functions.

§ 3 contains the investigation of the Weierstrass $\wp$-function which serves to generate $F_K(q)$ together with its derivative. In order to be able to deal also with characteristic 2 and 3 we use a normalization of $\wp$ which differs from the classical one by the summand $1 \wp$ (up to other normalizing constants which appear in the classical theory from analytic motivations and have no counterpart over local fields).

Also, due to such characteristic considerations, the defining relation of $F_K(q)$ over $K$ does not appear in Weierstrass normal form but in the normal form

$$\wp'^2 + \wp \wp' = \wp^2 + B \wp + C$$

with $B, C \in K$; this can be easily transformed into Weierstrass normal form if $\text{char}(K) \neq 2, 3$. The coefficients $B, C$ are explicitly determined as universal power series in the fundamental period $q$ with integral coefficients; this leads to a similar expression of the absolute invariant $j$ which coincides in effect with the classical $q$-expansion of the modular function. Over local fields, it turns out that $j$ and $q$ determine each other uniquely, contrary to the classical phenomenon that the modular function admits the "modular group". This observation leads to an algebraic description of those elliptic function fields which can be $K$-isomorphically represented as field of periodic functions, mentioned already earlier in this introduction.

§ 4 is devoted to the description of those elliptic function fields $E$ which admit a field of periodic functions as their Jacobian. It turns out, as a consequence of the Abel-Jacobi theorem, that these fields $E$ can be described by certain characters $\chi$ of the Galois group over $K$, namely those characters for which the fundamental period $q$ is a
norm from the cyclic extension \( K_2 \) determined by \( \chi \). (We have called such a character "\( q \)-trivial"). This result can be regarded as a generalization, for the elliptic fields \( F_K(q) \), of Tate's cohomological duality theorem [20] which holds only for \( p \)-adic ground fields in the usual sense. As a consequence, we prove a remarkable property of the fields \( E \) in question concerning their splitting fields \( L \), i.e. those fields \( L \) for which the constant extension \( E \cdot L \) has a prime divisor of degree 1. It turns out that \( E \) has a unique minimal algebraic splitting field, namely the field \( K_2 \). This property is in contrast to the behavior of the fields \( E \) with good reduction (for which \( |j| \leq 1 \)) for which we know in the latter case from the work of Lang-Tate [12] that only the ramiﬁcation of an algebraic extension \( L \mid K \) is responsible for the splitting of \( E \).

§ 5 contains a more detailed description of the fields \( E \) mentioned in § 4, by means of their representation as fields of so-called "semi-periodic" functions. We prove the Abel-Jacobi theorem for these fields, and also a remarkable "norm theorem" which can be used to describe the structure of the Brauer group of \( E \) although we only prove two preliminary results in this direction: One theorem determines the algebras over \( K \) which are split by \( E \), in generalization of our previous results concerning \( p \)-adic fields only [16]. A second theorem reduces the Brauer group of \( E \) to the Brauer group of the constant extension \( E \cdot K_2 \); this result can be regarded as the counterpart of the corresponding result over the real number fields obtained by Witt [22] and Geyer [7].

These results, as well as the minimal splitting property of \( K_2 \) mentioned in § 4, seem to be not very well understood from the algebraic point of view; perhaps Néron's theory of minimal models [14] can help to give an algebraic explanation of these facts.

Finally, in § 6 we study the elliptic subfields and the isogenies of the fields \( F_K(q) \) and, more generally, of the elliptic fields which admit \( F_K(q) \) as Jacobian. For the fields \( F_K(q) \), we prove that an isogeny between them exists if and only if the corresponding fundamental periods are commensurable, and we determine all these isogenies. This leads to the statement that \( F_K(q) \) does not have complex multiplication, which seems worthwhile to be mentioned since its proof does not use any of the deeper facts usually employed in proving the absence of complex multiplication if the absolute invariant is not absolutely integral. If \( E \) is an elliptic field admitting \( F_K(q) \) as its Jacobian, we again determine all elliptic subfields of \( E \), proving in particular that \( E \) contains a unique maximal subfield which is \( K \)-isomorphic to \( F_K(q) \) itself. Perhaps this result can be used to obtain, at least in special cases, an explicit description of generators and defining relations for such a field \( E \).

Concluding remarks: The algebraic theory of elliptic function fields has been highly developed during the past decades. It arises the question of the value of an analytic theory as developed in these notes. In our opinion its value rests in the fact that it provides the algebrist with a series of explicit examples where algebraic statements can be analytically tested and interpreted. Its shortcoming is, of course, that it yields an analytic representation only for elliptic fields of absolute invariant \( |j| > 1 \); it would be highly desirable to have a similar theory also for the case \( |j| \leq 1 \). The problem is, for any elliptic field \( F \mid K \) with a prime divisor of degree 1, to give an explicit analytic representation of the "universal covering" of its group of divisor classes of degree 0; in the case \( |j| > 1 \) this is essentially the multiplicative group \( K^\times \) and the covering map is given by the residue class map \( K^\times \to K^\times/q \). Perhaps the theory of rigid analytic spaces, as initiated by Tate [21] and developed by Grauert, Nastold and others, will provide the analytic background for the solution of this problem.

Another problem is, of course, the generalization to fields of higher genus, thus extending the classical theory of Picard to local fields. Here, one is lead naturally to theta functions of \( g > 1 \) variables; such a theory has already been developed by Morikawa [13] and it would be a worthwhile enterprise to use this theory in order to establish a generalization of the results of this note to abelian function fields of more than one variable.

Terminology: In these notes, a function field \( F \mid K \) is defined to be a finitely generated field extension of \( K \) of degree of transcendence 1, such that \( K \) is algebraically closed in \( F \).

If the function field \( F \mid K \) has genus 1 then it is called elliptic, provided that \( F \mid K \) is conservative, i.e. that its genus does not change after applying an extension of the field \( K \) of constants

Let \( F \mid K \) be a function field and \( L \) any extension field of \( K \). If the constant extension \( FL \mid L \) has a prime divisor of degree 1 then \( L \) is called a splitting field of \( F \mid K \), and \( F \) is said to split over \( L \).

---

1) This conservativity assumption is automatically satisfied if char \((K) + 2, 3 \) (see [19]).


\section*{§ 2. Fields of periodic functions}

Let \( K \) be a local field. The valuation of \( K \) has a unique extension to the algebraic closure \( \Omega \) of \( K \); this extension will also be denoted by \( | \cdot | (\alpha \in \Omega) \). Every finite extension \( L \) of \( K \) is then complete, hence local. \( \Omega \) itself is in general not complete.

We consider formal Laurent series

\[ f(X) = \sum_{n \in \mathbb{Z}} a_n X^n \quad (a_n \in K) \]

which have the property that \( f(\alpha) \) is convergent for every element \( \alpha \neq 0 \) in \( \Omega \). This is equivalent to saying that

\[ \lim_{n \to \pm\infty} |a_n| r^n = 0 \]

for every real number \( r > 0 \). Note that, if this is the case, then \( f(\alpha) \) is an element of the complete field \( K(\alpha) \).

Every such series \( f(X) \) determines a function \( \alpha \to f(\alpha) \) from \( \Omega^\times \) to \( K \) and it is uniquely determined by this function. We shall identify \( f(X) \) with its corresponding function, and call \( f(X) \) a holomorphic function on \( \Omega^\times \). More precisely, it is a holomorphic function defined over \( K \) since the coefficients \( a_n \) of \( f(X) \) are assumed to be in \( K \).

The holomorphic functions on \( \Omega^\times \) form an integral domain, containing \( K \) as the constant functions. This integral domain is denoted by \( H_K \).

A meromorphic function on \( \Omega^\times \) is defined to be an element of the quotient field of \( H_K \). This is denoted by \( M_K \).

Now let \( q \) be an element in \( K \) with

\[ 0 < |q| < 1. \]

A meromorphic function \( f \) is said to admit the period \( q \) if it satisfies the functional equation

\[ f(q^{-1}X) = f(X). \]

These \( q \)-periodic functions form a subfield of \( M_K \) which contains \( K \) and which is denoted by \( F_K(q) \).

The first observation is that \( F_K(q) \) is an elliptic function field over \( K \). To see this, and also to obtain more precise information about this function field, one proceeds as follows:

Let \( \alpha \in \Omega^\times \), and let \( \varphi_\alpha(X) \) denote the irreducible polynomial of \( \alpha \) over \( K \), with highest coefficient \( 1 \). Every holomorphic function

\[ 0 \neq f(X) \in H_K \]

can be written uniquely in the form

\[ f(X) = \varphi_\alpha(X)^m \cdot g(X) \]

with \( m \geq 0 \), \( m \in \mathbb{Z} \), and \( g(X) \in H_K \), \( g(\alpha) \neq 0 \). This can be proved with the help of Hensel's lemma for convergent Laurent series.\(^1\) The exponent \( m \) is called the order of \( f \) at \( \alpha \) and is denoted by \( w_\alpha(f) \). We put \( w_\alpha(0) = +\infty \) and obtain an additive valuation \( \alpha \to w_\alpha(f) \) on \( H_K \) which extends uniquely to the quotient field \( M_K \) of \( H_K \). This is called the analytic valuation belonging to \( \alpha \). We have \( w_\alpha(f) \geq 0 \) if and only if \( f \) can be written in the form

\[ f(X) = \frac{g(X)}{h(X)} \]

with \( g, h \in H_K \) and \( h(\alpha) \neq 0 \); if this is the case, we put \( f(\alpha) = g(\alpha)/h(\alpha) \) and say that \( f \in M_K \) is finite at \( \alpha \). Otherwise we put \( f(\alpha) = +\infty \) and say that \( f \) has a pole at \( \alpha \). The map \( \alpha \to f(\alpha) \) is a place belonging to the valuation \( w_\alpha \); and its residue class field is \( \Omega(\alpha) \). We have \( w_\alpha = w_\beta \) if and only if \( \alpha \) and \( \beta \) are conjugate over \( K \).

If we associate, to every \( 0 \neq f \in M_K \), the collection of integers \( w_\alpha(f) \), then we obtain the divisor of \( f \). This is denoted, as usual, by \( (f) \).

The numbers \( w_\alpha(f) \) satisfy the following conditions:

(i) \emph{Finiteness condition}: In every region \( 0 < r \leq |\alpha| \leq r' \) there are only finitely many \( \alpha \) with \( w_\alpha(f) \neq 0 \).

(ii) \emph{Rationality condition}: If \( \alpha \) and \( \beta \) are conjugate over \( K \) then \( w_\alpha(f) = w_\beta(f) \).

Every collection \( m = \{m_\alpha\} \) \((\alpha \in \Omega^\times)\) of integers \( m_\alpha \in \mathbb{Z} \) satisfying these conditions is called a divisor.\(^2\) More precisely, these are the divisors defined over \( K \) because of the condition (ii). These divisors form an additive group, with addition defined componentwise, which is denoted by \( D_K \). This group is partially ordered, the ordering defined componentwise. A divisor \( m \geq 0 \) is called integral.

To every divisor \( m \in D_K \) there exists a function \( 0 \neq f \in M_K \) such that \( m = (f) \). In fact, such a function is given by the Weierstrass product

\[ f(X) = \prod_{|\alpha| \leq 1} (1 - \alpha X^{-1})^{m_\alpha} \prod_{|\alpha| > 1} (1 - \alpha^{-1}X)^{m_\alpha} \]

\(^1\) See e.g. Bourbaki \[2\], p. 84. For the proofs of general statements about holomorphic functions in the non-archimedean case, see also G"{u}ntzer \[8\].

\(^2\) \( m_\alpha \) is called the "multiplicity" of the divisor \( m \) at \( \alpha \).
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where $e_\alpha$ denotes the degree of inseparability of $\alpha$ over $K$. The rationality condition (ii) for divisors implies that this function is defined over $K$; for a given $\alpha$ the partial product taken over the conjugates of $\alpha$ is equal to

$$ (X^{-\alpha_\sigma} \varphi_\alpha(X))^{n_\sigma} \text{ if } |\alpha| \leq 1 $$

$$ (a_\sigma^{-1} \varphi_\alpha(X))^{n_\sigma} \text{ if } |\alpha| > 1 $$

where $n_\sigma = [K(\alpha) : K]$ and $a_\sigma = N_{K(\alpha)/K}(\alpha)$. The normalizing factors $X^{-\alpha_\sigma}$ and $a_\sigma^{-1}$ render the product (2) convergent; this product is to be understood as the quotient of the partial product taken over those $\alpha$ with $m_\sigma > 0$, by the corresponding product over the $\alpha$ with $m_\sigma < 0$. It is clear by construction that the product function (2) has the divisor $m$.

Every function $0 / f \in M_K$ is determined by its divisor $(f)$ up to a function of the form $cX^d$ with $c \in K^\times$ and $d \in \mathbb{Z}$; the latter functions are the units of $H_K$ and can be characterized as those meromorphic functions which have no zero and no pole in $\Omega^\times$.

If $0 / f$ is $q$-periodic then its divisor $(f)$ is $q$-periodic too. Here, a divisor $m = (m_\alpha)$ is called $q$-periodic if $m_{\alpha_\sigma} = m_\alpha$ for every $\alpha \in \Omega^\times$. These $q$-periodic divisors form a subgroup of $D_K$ which is denoted by $D_K(q)$.

In order to construct $q$-periodic functions one has to answer the following question: Given a $q$-periodic divisor $m$, under what condition does there exist a $q$-periodic function admitting this divisor $m$?

Let $f(X)$ be a meromorphic function such that $(f) = m$. Since $m$ is $q$-periodic, the function $f(q^{-1}X)$ likewise has the divisor $m$. Hence

$$ f(q^{-1}X) = a^{-1}(-X)^d f(X) $$

with some integer $d \in \mathbb{Z}$ and some $a \in K^\times$. Functions which satisfy a functional equation of this form are called theta functions with respect to $q$. The exponent $d$ is called the degree of $f$ and $a$ is called the multiplicator of $f$.

If $g(X)$ is another function with $(g) = m$ then

$$ g(X) = cX^k f(X) $$

with $c \in K^\times$ and $k \in \mathbb{Z}$. Using (3) we see that $g(X)$ satisfies the functional equation

$$ g(q^{-1}X) = (aq^k)^{-1}(-X)^d g(X). $$

That is, $g$ is a theta function having the same degree as $f$, and the multiplicator of $g$ differs from the multiplicator of $f$ by a $q$-power only. Hence $d$ is uniquely determined by the divisor $m$; we shall call $d$ the degree of $m$ and write

$$ d = \text{deg}_q (m). $$

The multiplicator $a$ of $f$ is determined by $m$ modulo $q$ only; its residue class in the multiplicative factor group $K^\times/q$ is denoted by $\Phi_q(m)$; so that we can write 1)

$$ a = \Phi_q(m) \mod q. $$

We shall call $\Phi_q(m)$ the Jacobi image of the $q$-periodic divisor $m$. Obviously, the map $\Phi_q : D_K(q) \to K^\times/q$ thus defined is a homomorphism.

If $f$ is a $q$-periodic function with $(f) = m$ then $a = 1$, $d = 0$ in the functional equation (3); we have therefore

$$ \text{deg}_q (m) = 0, \quad \Phi_q(m) = 1 \mod q. $$

Conversely, if these conditions are satisfied then for any function $f \in M_K$ with $(f) = m$ we have $d = 0$, $a = q^{-k}$ for some $k \in \mathbb{Z}$. The function

$$ g(X) = cX^k f(X), $$

defined with this $k$ and an arbitrary factor $c \in K^\times$ is then $q$-periodic; it is immediate that $g$ is uniquely determined, up to a factor in $K^\times$, as $q$-periodic function with the divisor $m$.

It follows that the conditions (5) are necessary and sufficient for $m$ to be the divisor of a $q$-periodic function. It remains to give an explicit formula for computing the degree and the Jacobi image of a $q$-periodic divisor $m$. This is done by explicitly constructing a theta function for $m$.

---

1) See e.g. [8]. The validity of this statement relies on the nonarchimedean property of the valuation of $K$. If $K$ is the real or complex field, then there are other units in $H_K$, namely those which are exponentials of holomorphic functions.

1) Notation: If $a, b \in K^\times$ we write $a = b \mod q$ if $b = aq^k$ with some $k \in \mathbb{Z}$, i.e. if $a$ and $b$ determine the same element in the multiplicative factor group $K^\times/q$. A similar notation will be used for elements in an extension field $L$ of $K$; note that $L^\times/q$ contains $K^\times/q$ as a subgroup.
We start with the "fundamental theta function"

\[ \Theta(X) = \prod_{n \geq 0} \left(1 - q^n X^{-1}\right) \prod_{n < 0} \left(1 - q^n X\right). \]

This function is holomorphic, its zeros being the elements \( 1 \mod q \) with multiplicity 1. Its divisor is therefore \( q \)-periodic. By inspection, one verifies that it satisfies the functional equation

\[ \Theta(q^{-1} X) = -X \Theta(X). \]

That is, the degree of \( \Theta \) is 1 and its multiplicator is 1.

For every \( x \in \Omega^a \) we put

\[ \Theta_a(X) = \Theta(x^{-1} X). \]

\( \Theta_a \) is a holomorphic function defined over \( K(\alpha) \). Its zeros are the elements \( \equiv x \mod q \) with multiplicity 1; its divisor is therefore \( q \)-periodic. From (1) we infer that \( \Theta_a \) satisfies the functional equation

\[ \Theta_a(q^{-1} X) = -a^{-1}(-X) \Theta_a(X); \]

the degree of \( \Theta_a \) is 1 and its multiplicator is \( a \).

Now let \( m = \{m_x\} \) be a \( q \)-periodic divisor. We put

\[ \Theta_m = \prod_{|x| < |a| \leq 1} \Theta_a(x). \]

By the finiteness condition (i) for divisors, this is a finite product. By the rationality condition (ii), \( \Theta_m \) is defined over \( K \), i.e. \( \Theta_m \in M_K \).

By construction, \( \omega_x(\Theta_m) = m_x, \) i.e. the divisor of \( \Theta_m \) is \( m \). From (11) we infer that \( \Theta_m \) satisfies the functional equation

\[ \Theta_m(q^{-1} X) = a^{-1}(-X)^d \Theta_m(X) \]

where

\[ d = \sum_{|e| < |a| \leq 1} e_x m_x = \deg_q (m) \]

\[ a = \prod_{|e| < |a| \leq 1} \alpha_{x}^{a_x m_x} \equiv \Phi_q(m) \mod q. \]

From the rationality condition of divisors it is clear that we can write these formulas in the form

\[ \deg_q (m) = \sum_{|e| < |a| \leq 1} [K(\alpha) : K] m_x \]

\[ \Phi_q(m) = \prod_{|e| < |a| \leq 1} N_{K(\alpha)/K}(\alpha)^{a_x m_x} \mod q. \]

The formulas (12) give an explicit expression of the degree and the Jacobi image of the \( q \)-periodic divisor \( m \). We have proved:

**Proposition 1** (Abel-Jacobi theorem): A \( q \)-periodic divisor \( m \) is the divisor of a \( q \)-periodic function \( f \) if and only if it satisfies the condition

\[ \deg_q (m) = 0, \quad \Phi_q(m) \equiv 1 \mod q. \]

where the degree \( \deg_q (m) \) and the Jacobi image \( \Phi_q(m) \) are given by the formulas (12). If this is so, then \( f \) is uniquely determined by \( m \), up to a factor in \( K(\alpha) \).

Now it is easy to construct \( q \)-periodic functions, namely by constructing \( q \)-periodic divisors satisfying the requirements of proposition 1. As an example let us prove:

**Corollary:** For every \( \alpha \in \Omega^a \) there exists a \( q \)-periodic function \( f \) such that \( \omega_x(f) = 1 \). If \( \beta \) is not \( K \)-conjugate to \( \alpha \mod q \), then \( f \) can be chosen such that \( \omega_x(f) = 0 \).

**Proof.** Let \( \psi_a \) denote the divisor which has multiplicity 1 at \( a \) and at all elements in \( \Omega^a \) which are \( K \)-conjugate to \( \alpha \mod q \), and multiplicity 0 elsewhere. Then \( \psi_a \) is \( q \)-periodic and

\[ \deg_q (\psi_a) = [K(\alpha) : K], \quad \Phi_q(\psi_a) \equiv N_{K(\alpha)/K}(\alpha) \mod q. \]

Two cases have to be distinguished:

**Case 1:** \( \alpha \in K^\times \). Then we choose elements \( u, v \in K^\times \) such that the elements \( \alpha, uv, \alpha u, v \) are all different \( \mod q \). The divisor

\[ m = \psi_a + \psi_{uv} - \psi_{2a} - \psi_v \]

has degree 0 and \( \Phi_q(m) \equiv \alpha + uv \mod q \); hence \( m = (f) \) with a \( q \)-periodic function \( f \). By construction, \( m \) has multiplicity 1 at \( \alpha \), i.e. \( \omega_x(f) = 1 \). We may choose \( u, v, v \) such that \( uv, \alpha u, v \) are different also from \( \beta \mod q \), then \( m \) has multiplicity 0 at \( \beta \) and hence \( \omega_x(f) = 0 \).

**Case 2:** \( \alpha \not\in K^\times \). Let \( d = [K(\alpha) : K] \) and \( a = N_{K(\alpha)/K}(\alpha) \). Let \( u \in K^\times \), and put \( v = u^{-1} \alpha \). The divisor

\[ m = \psi_a - (d - 1) \psi_v - \psi_a \]

has degree 0 and \( \Phi_q(m) \equiv \frac{a}{uv} \mod q \); hence \( m = (f) \) with a \( q \)-periodic function \( f \). By construction, \( m \) has multiplicity 1 at \( \alpha \),
i.e. \( w_a(f) = 1 \). We may choose \( u, v \equiv \beta \mod q \); then \( m \) has multiplicity 0 at \( \beta \) and hence \( w_\beta(f) = 0 \).

QED.

It is now important to answer the Riemann-Roch question: Given a \( q \)-periodic divisor \( m \), what is the \( K \)-dimension of the vector space \( L_K(q|m) \) of \( q \)-periodic functions \( f \) such that \( (f) \geq -m \)?

If \( \deg_q(m) < 0 \) then proposition 1 shows that \( L_K(q|m) = 0 \). If \( \deg_q(m) = 0 \) then, from the same source, we conclude that \( L_K(q|m) = 0 \) except if \( \Phi_q(m) \equiv 1 \mod q \) in which case \( \dim L_K(q|m) = 1 \).

**Proposition 2** (Riemann-Roch theorem): If \( m \) is a \( q \)-periodic divisor and \( \deg_q(m) > 0 \) then

\[
\dim L_K(q|m) = \deg_q(m).
\]

**Proof.**

We supplement the assertion to the effect that it holds also if \( \deg_q(m) = 0 \) provided \( \Phi_q(m) \equiv 1 \mod q \). This statement being proved by proposition 1, we may assume \( d = \deg_q(m) > 0 \) and use induction. Let \( a \in K^\times \) such that \( a = \Phi_q(m) \mod q \). We choose an element \( b \in K^\times \) such that \( m \) has multiplicity 0 at \( b \) and that \( b \equiv 1, a \mod q \). The divisor

\[
m' = m - p_b
\]

has degree \( d - 1 \) and \( \Phi_q(m') \equiv a/b \equiv 1 \mod q \). By induction \( L_K(q|m') \) has dimension \( d - 1 \). On the other hand, \( L_K(q|m') \) consists of all functions in \( L_K(q|m) \) which have the value 0 at \( b \), i.e. it is the kernel in \( L_K(q|m) \) of the map \( f \to f(b) \). Hence it remains to show that there exists \( f \in L_K(q|m) \) with \( f(b) \not= 0 \). If we write

\[
(f) = \delta - m
\]

then \( \delta \geq 0 \) and \( \delta \) has multiplicity 0 at \( b \). By proposition 1, we have therefore to show the existence of a \( q \)-periodic divisor \( \delta \geq 0 \), having the multiplicity 0 at \( b \), such that

\[
\deg_q(\delta) = d, \quad \Phi_q(\delta) \equiv a \mod q.
\]

Such a divisor is given by

\[
\delta = p_a + (d - 1) p_1
\]

in view of the fact that \( b \equiv 1, a \mod q \).

QED.

Now let us review the situation: We have seen that the field \( F_K(q) \) carries certain valuations \( w_a \) over \( K \), and that the following statements are true:

1. We have \( w_a = w_b \) (on \( F_K(q) \)) if and only if \( a \) and \( b \) are \( K \)-conjugate \( \mod q \).

(This, and the next statement, follows from the corollary to proposition 1.)

2. The value group of \( w_a \) (on \( F_K(q) \)) is \( \mathbb{Z} \).

3. The residue class field of \( w_a \) (on \( F_K(q) \)) is contained in \( K(\alpha) \). In particular, it is a finite algebraic extension of \( K \).

(In fact, the residue class field of \( w_a \) (on \( M_K \)) is \( K(\alpha) \), the corresponding place being \( f \to f(\alpha) \).

4. If \( w_a(f) = 0 \) for all \( \alpha \) then \( f \in K \). (From proposition 1, applied to the zero divisor.)

5. For every \( f \not= 0 \) in \( F_K(q) \) there exists only a finite number of the valuations \( w_a \) (on \( F_K(q) \)) such that \( w_a(f) \not= 0 \). We have the sum formula:

\[
\sum [K(\alpha):K] \cdot w_a(f) = 0,
\]

the sum being extended over a system of representatives of the classes of \( K \)-conjugate elements \( \alpha \in K^q \mod q \).

(This statement is equivalent to saying that the degree of the \( q \)-periodic divisor \( (f) \) is zero; see proposition 1.)

Statements 1—5 show that we have precisely the situation of the well known theorem of Artin-Whaples [1] which characterizes fields with those properties as function fields (in the algebraic sense) over \( K \). Applying this theorem, we conclude:

**I.** The field \( F_K(q) \) is a function field over \( K \) in the sense that it is finitely generated of degree of transcendency 1 over \( K \), and \( K \) is algebraically closed in \( F_K(q) \).

**II.** Every valuation of \( F_K(q) \) over \( K \) is equivalent to \( w_a \) for some suitable \( \alpha \). Thus the prime divisors \( \wp \) of \( F_K(q) | K \) (in the algebraic sense) correspond \( 1-1 \) to the classes of \( K \)-conjugate elements in \( K^q \mod q^2 \). If \( \wp \) belongs to \( \alpha \) in this correspondence, then \( w_a \) is the normalized\(^1\) valuation of \( F_K(q) \) belonging to \( \wp \).

---

\(^1\) An additive valuation of a field is said to be normalized if its value group is \( \mathbb{Z} \).

\(^2\) Roquette, Analytic theory
Moreover, the Artin-Whaples theorem tells us in view of (13) that there exists a constant \( \varphi \), independent of \( p \), such that

\[
\varphi \cdot \deg(p) = [K(\alpha) : K];
\]

here \( \deg(p) \) denotes the degree of \( p \) in the algebraic sense. On the other hand, we know from 3. that the residue class field of \( p \) is contained in \( K(\alpha) \) and hence \( \deg(p) \) divides \( [K(\alpha) : K] \); thus \( \varphi \) is a positive integer. Taking \( \alpha = 1 \) we have \( K(1) = K \) and conclude \( \varphi = 1 \). Hence:

III. If \( p \) belongs to \( \alpha \) in the correspondence described in II, then the residue class field of \( p \) is \( K \)-isomorphic to \( K(\alpha) \). In particular, the degree of \( p \) (in the algebraic sense) equals \( [K(\alpha) : K] \).

Statement II shows that the prime divisors of \( F_K(q) \) in the algebraic sense correspond 1-1 to the \( q \)-periodic divisors \( p_\alpha \) which we have defined above analytically. Henceforth we shall identify \( p_\alpha \) with the corresponding prime divisors of \( F_K(q) \); then the group \( D_K(q) \) of \( q \)-periodic divisors is identified with the divisor group of \( F_K(q) \) in the algebraic sense. Thus, we do not have to distinguish between analytic and algebraic divisors. From III it follows that in this identification, the degree (in the algebraic sense) of a divisor coincides with its degree in the analytic sense which we have defined above and denoted by \( \deg_\alpha \).

The \( K \)-vector spaces \( L_K(q \mid m) \) as studied in proposition 2 and defined there analytically, now coincide with the corresponding spaces defined in the algebraic theory in connection with the Riemann-Roch theorem.

The genus \( g \) of \( F_K(q) \mid K \) is algebraically defined by the property that

\[
\dim L_K(q \mid m) = \deg(m) - g + 1
\]

if \( \deg(m) \) is sufficiently large. From proposition 2 we conclude therefore that \( g = 1 \).

In order to show that \( F_K(q) \) is elliptic we have still to show that \( F_K(q) \) is conservative. Let \( L \) be a finite algebraic extension of \( K \). Then \( L \) is local too and we may form \( F_L(q) \), the field of \( q \)-periodic functions defined over \( L \). This has genus 1 by what we have shown. On the other hand, if \( u_1, \ldots, u_n \) is a basis of \( L \mid K \) then it is also a basis of \( H_L \) over \( H_K \) and therefore of \( M_L \mid M_K \). That is, every meromorphic

function \( f \in M_L \) is uniquely representable in the form

\[
f = \sum_{1 \leq i \leq n} f_i u_i
\]

with \( f_i \in M_K \). We conclude: \( f(q^{-1}X) = f(X) \) if and only if \( f_i(q^{-1}X) = f_i(X) \). Therefore, \( u_1, \ldots, u_n \) is a basis of \( F_L(q) \) over \( F_K(q) \), i.e. \( F_L(q) = F_K(q) L \) is the constant extension of \( F_K(q) \) by \( L \). We have shown that the genus of \( F_K(q) \) is preserved under arbitrary finite algebraic constant field extensions. Hence \( F_K(q) \) is conservative. Thus:

IV. \( F_K(q) \) is an elliptic function field over \( K \). For every finite algebraic extension field \( L \) of \( K \), we have \( F_L(q) = F_K(q) L \).

Let \( D^p_K(q) \) denote the subgroup of \( D_K(q) \), consisting of the divisors of degree 0. By proposition 1, \( D^p_K(q) \) contains the group \( P_K(q) \) of principal divisors, i.e. divisors of \( q \)-periodic functions. Let us denote by

\[
C^p_K(q) = D^p_K(q) / P_K(q)
\]

the group of divisor classes of degree 0. By proposition 1, the Jacobi map \( \Phi_a : D^p_K(q) \rightarrow K^x/q \) induces a monomorphism \( C^p_K(q) \rightarrow K^x/q \). This is in fact an isomorphism. For, if \( a \in K^x \) then \( \Phi_a(p_\alpha - p_\beta) \equiv a \mod q \) and \( \deg_\alpha(p_\alpha - p_\beta) = 0 \). Hence the Abel-Jacobi theorem can be restated as follows:

V. The Jacobi map \( \Phi_a : D^p_K(q) \rightarrow K^x/q \) induces an isomorphism \( C^p_K(q) \approx K^x/q \).

Thus we have obtained an explicit description of the group \( C^p_K(q) \) of divisor classes of degree 0 of \( F_K(q) \). This group can be regarded as the group of \( K \)-rational points of the Jacobian variety (in the algebraic sense) of \( F_K(q) \). As such, it carries naturally the structure of a Lie group over \( K \) (see Igusa [11]). It is easily verified that the map \( \Phi_a : C^p_K(q) \rightarrow K^x/q \) is an isomorphism of Lie groups, \( K^x/q \) carrying naturally the structure of a 1-dimensional Lie group. This fact, which can be proved independently of proposition 2, shows that the Jacobian variety of \( F_K(q) \) has dimension 1 and thus gives another proof of the fact that \( F_K(q) \) has genus 1.

There is a corollary of statement V. concerning translation automorphisms, which is worthwhile mentioning. For any \( a \in K^x \), let \( \tau_a \) denote the automorphism of \( M_K \) which is defined by

\[
\tau_a : f(X) \mapsto f(a^{-1}X).
\]
This is called the translation automorphism belonging to \( a \). The \( q \)-periodic functions \( f \in F_K(q) \) can be described by the property

\[
\tau_a f = f.
\]

Every translation automorphism \( \tau_a \) induces in \( F_K(q) \) a certain automorphism which is likewise denoted by \( \tau_a \). Obviously, if \( a \equiv b \mod{q} \) then \( \tau_a = \tau_b \) on \( F_K(q) \). Conversely, if \( a \equiv b \mod{q} \) then (from II.) there exists a \( q \)-periodic function \( f \) such that \( f(a) = f(b) \); we have \( (\tau_a f)(ab) = f(a^{-1}ab) = f(b) = f(a) = f(b^{-1}ab) = (\tau_b f)(ab) \) and hence \( \tau_a f = \tau_b f \), \( \tau_a = \tau_b \). We see therefore that \( a \to \tau_a \) defines a monomorphism of \( K^\times/q \) into the group of automorphisms of \( F_K(q) \mid K \), its image is called the translation group of \( F_K(q) \) and is denoted by \( T_K(q) \).

Every automorphism \( \tau \) of \( F_K(q) \) acts on the prime divisors \( p \) of degree 1 of \( F_K(q) \) via the formula

\[
(\tau f)(\tau p) = f(p) \quad (f \in F_K(q));
\]

if \( p = p_b \) and \( \tau p = p_{b'} \) then this formula reads

\[
(\tau f)(b') = f(b).
\]

Now, if \( \tau = \tau_a \) then \( (\tau_a f)(b') = f(a^{-1}b') \) and we conclude

\[
f(a^{-1}b') = f(b).
\]

Since \( f \) is arbitrary, it follows

\[
b' \equiv ab \mod{q}
\]

which is to say that

\[
(14) \quad \tau_a(p) = p_{ab}.
\]

This formula describes the action of \( \tau_a \) on the prime divisors of degree 1 of \( F_K(q) \). Since there are infinitely many prime divisors of degree 1, it follows that \( \tau_a \) is uniquely determined, as an automorphism of \( F_K(q) \mid K \), by the property (14).

Now, the divisor \( \tau_a(p) = p_{ab} \) is of degree 0, and we have

\[
\Phi_q(p_{ab} - p_b) = \frac{ab}{\bar{b}} \equiv a \mod{q}.
\]

From V we conclude that the class \( c_a \) of \( p_{ab} - p_b \) does not depend on \( b \), and that it is uniquely determined by the property \( \Phi_q(c_a) \equiv a \mod{q} \). We obtain the

\[
\tau_a(p) \sim p + c_a
\]

where \( c_a \in C_K^0(q) \) is the divisor class which corresponds to \( a \) under the Jacobi isomorphism \( \Phi_q : C_K^0(q) \to K^\times/q \).

Here, the symbol \( \sim \) means divisor equivalence (modulo principal divisors). Note that, by the Riemann-Roch theorem, two equivalent prime divisors of degree 1 are equal. Hence the formula of corollary Va indeed determines the action of \( \tau_a \) on the primes of degree 1.

There is an algebraic notion of translation automorphism \( \tau_e \) corresponding to a class \( c \in C_K^0(q) \); this is the automorphism of \( F_K(q) \) which is determined by the formula

\[
\tau_e(p) \sim p + c
\]

for every prime divisor \( p \) of degree 1 of \( F_K(q) \). If \( c = c_a \) then corollary Va shows that \( \tau_e = \tau_a \). Hence:

**Corollary Vb.** The translation automorphisms (in the analytic sense) of \( F_K(q) \) coincide with the translation automorphisms in the algebraic sense. If \( \Phi_q(c) = a \mod{q} \) then \( \tau_e = \tau_a \).

Thus we do not have to distinguish between the analytic and the algebraic translation automorphisms.

**Additional remarks**

1. **Extension of the field of constants:** Let \( L \mid K \) be a finite algebraic extension. Any element \( \alpha \in \Omega^\times \) defines not only a valuation \( w_\alpha \) in \( M_K \) and \( F_K(q) \), but similarly a valuation in \( M_L \) and \( F_L(q) \); in order to distinguish these two valuations, we shall employ the notation \( w_\alpha,K \) and \( w_\alpha,L \). The irreducible polynomials of \( \alpha \) over \( K \) and over \( L \) will now be denoted by \( q_{\alpha,K}(X) \) and \( q_{\alpha,L}(X) \). Let

\[
q_{\alpha,K}(X) = \prod_{1 \leq \alpha \leq \alpha_a} q_{\alpha,L}(X)^{e(\alpha)}
\]

be the prime decomposition of \( q_{\alpha,K}(X) \) over \( L \); the \( \alpha_i \) range over a full system of representatives of the \( L \)-conjugacy classes into which the \( K \)-conjugacy class of \( \alpha \) splits.
§ 2. Fields of periodic functions

The exponent $e_i(\alpha)$ is the quotient of the degree of inseparability of $\alpha$ over $K$, by the degree of inseparability of $\alpha_i$ over $L$. It is immediate from our definitions that the valuations $w_{\alpha_i, L}$ of $M_L$ are precisely those valuations which induce in $M_K$ a valuation equivalent to $w_{\alpha, K}$; the corresponding ramification index is $e_i(\alpha)$. We have a natural imbedding

$$D_K \subseteq D_L$$

which identifies every divisor $m = \{m_\alpha\}$ of $D_K$ with the divisor $m' = \{m'_\alpha\}$ of $D_L$ defined by

$$m'_\alpha = e_i(\alpha) \cdot m_\alpha \quad (1 \leq i \leq r_\alpha).$$

If $m \in D_K$ is $q$-periodic then it is also $q$-periodic if regarded as a divisor of $D_L$, i.e. we have

$$D_K(q) \subseteq D_L(q).$$

By definition, this imbedding is given by the formula

$$p_{\alpha, K} = \sum_{1 \leq i \leq r_\alpha} e_i(\alpha)p_{\alpha_i, L}$$

where we have again employed the subscript $K$ resp. $L$ (in addition to our previous notation) to indicate the ground field which we are referring to. In this formula, the $p_{\alpha_i, L}$ are precisely the prime divisors of $F_L(q)$ which extend $p_{\alpha, K}$ and $e_i(\alpha)$ is the corresponding ramification index. That is, our imbedding $D_K(q) \subseteq D_L(q)$, which is defined analytically, coincides with the usual imbedding given by the algebraic theory of function fields.

It is immediate from the definition that the degree of a $q$-periodic divisor is preserved by this imbedding; hence we are entitled to use the notation $\deg_q$ without reference to any ground field. A similar remark applies to $\Phi_q$.

If $L \mid K$ is separable then $e_i(\alpha) = 1$ for every $\alpha$, which is to say that $F_L(q)$ is unramified over $F_K(q)$.

2. Galois constant field extensions: Assume, in addition, that $L \mid K$ is a Galois extension and let $G$ denote its Galois group. $G$ acts on the holomorphic functions in $H_L$, namely on their coefficients; therefore $G$ acts also on $M_L$, and $M_K$ is the field of fixed elements of $G$ in $M_L$. That is, $G$ becomes the Galois group of $M_L \mid M_K$. We have

$$(\sigma f)(\sigma a) = \sigma(f(\sigma a)) \quad (\sigma \in G, f \in M_L, a \in L^\times).$$

§ 3. The absolute and the Hasse invariant of the fields etc.

This relation remains true if we replace $\alpha$ by an arbitrary element $\alpha \in \Omega^\times$, provided we extend $\sigma$ to an automorphism of $\Omega \mid K$ so that $\sigma \alpha$ and $\sigma(f(\alpha))$ are defined.

$G$ also acts naturally on the divisors in $D_L$ such that

$$(\sigma f) \equiv \sigma(f) \quad (\sigma \in G, f \in M_L^\times).$$

The group of fixed elements of $G$ in $D_L$ coincides with $D_K$.

The $q$-periodic functions and $q$-periodic divisors are transformed by $G$ into themselves. It is then evident from (3) that

$$\deg_q(\sigma m) = \deg_q(m)$$

$$\Phi_q(\sigma m) = \sigma \Phi_q(m) \mod q \quad (\sigma \in G, m \in D_L(q)).$$

That is, the maps

$$\deg_q : D_L(q) \to L$$

$$\Phi_q : D_L(q) \to L^\times/q$$

are $G$-permissible, $G$ acting trivially on $Z$ and naturally on $L^\times/q$.

It follows that the Jacobi isomorphism $\Phi_q : C_L(q) \to L^\times/q$ is an isomorphism of $G$-modules.

3. Infinite constant field extensions: For every algebraic field extension $L \mid K$, finite or infinite, we denote by $F_L(q)$ the union of the fields $F_{L'}(q)$, where $L'$ ranges over the finite subextensions of $L$. Similarly, $D_L(q), C_L(q)$ etc. are defined. The statements I—V and those of remarks 1. and 2. remain true also in this case. Note, however, that $L$ is not complete in the infinite case so that $F_L(q)$ is not defined independently without referring to the complete field $K$ over which $L$ is algebraic.

§ 3. The absolute and the Hasse invariant of the fields of periodic functions

Note that $F_K(q)$ has a prime divisor of degree 1, for instance $p_i$ in the notation of § 2. Hence $F_K(q)$ can be generated over $K$ by two elements whose defining relation over $K$ is a cubic (see § A1 of the appendix). We are now going to exhibit explicitly two such functions and compute the coefficients of their defining relation over $K$.

Let $D$ denote the differential operator of $M_K$ defined by

$$D = X \frac{d}{dX}.$$
§ 3. The absolute and the Hasse invariant of the fields etc.

Note that \( D \) commutes with the translation \( f(X) \rightarrow f(q^{-1}X) \); in particular, the derivative of a \( q \)-periodic function is again \( q \)-periodic. As usual, we write \( D \log f \) for \( \frac{Df}{f} \).

If we define

\[
\zeta(X) = D \log \Theta(X)
\]

then \( \zeta(X) \) satisfies the functional equation

\[
\zeta(q^{-1}X) = \zeta(X) + 1
\]

as follows from formula (7), § 2. Hence the function

\[
\bar{\phi}(X) = -D\zeta(X)
\]

satisfies

\[
\bar{\phi}(q^{-1}X) = \bar{\phi}(X),
\]

i.e. \( \bar{\phi} \) is \( q \)-periodic.

From formula (6) in § 2 we see that \( \Theta \) has its zeros at the points \( q^n \ (n \in \mathbb{Z}) \) and that these zeros are of order 1. Hence, \( \zeta \) has its poles at these points, which are of order 1, and \( \bar{\phi} \) likewise has these points as its poles, but of order 2. That is, the pole divisor of \( \bar{\phi} \) is \( 2p_1 \), with the notation of § 2.

From (6) we obtain by differentiation the expansion

\[
\bar{\phi}(X) = \sum_{n \in \mathbb{Z}} \frac{q^n X^n}{(1 - q^n X^2)^2}.
\]

Classically, a second \( q \)-periodic function with \( 3p_1 \) as its pole divisor is obtained as the derivative \( D\bar{\phi} \); we have from (16)

\[
D\bar{\phi}(X) = \sum_{n \in \mathbb{Z}} \frac{q^n X^n + q^{2n} X^{2n}}{(1 - q^n X^2)^3}.
\]

However, in characteristic 2, the derivative of a function with a pole of order 2 does not have a pole of order 3; in fact we see from (17) that \( D\bar{\phi} = \bar{\phi} \) if \( \text{char } K = 2 \). (The latter statement can be explained by the fact that \( \bar{\phi} = -D\zeta \) is itself the derivative of a meromorphic function, and in characteristic 2 the operator \( D \) is idempotent, due to the fact \( D^n(X^n) = nX^n = X^n = D(X^n) \) since \( n^2 \equiv n \mod 2 \).)

In any case, we see that \( D\bar{\phi} = \bar{\phi} \) is formally divisible by 2; hence the function

\[
\bar{\phi}' = \frac{1}{2}(D\bar{\phi} - \bar{\phi})
\]

is defined for every characteristic; in view of (16) and (17) we have

\[
\bar{\phi}'(X) = \sum_{n \in \mathbb{Z}} \frac{q^n X^n}{(1 - q^n X^2)^3}.
\]

From this we see that \( \bar{\phi}' \) has the pole divisor \( 3p_1 \). Also, the fact that \( \bar{\phi}' \) is \( q \)-periodic is evident from (19).

We have now

\[
F_K(q) = K(\bar{\phi}, \bar{\phi}')
\]

and it remains to determine the defining relation of \( \bar{\phi}, \bar{\phi}' \) over \( K \).

The reflection \( f(X) \rightarrow f(X^{-1}) \) is an automorphism of \( M_K \). It induces in \( F_K(q) \) a certain \( K \)-automorphism which is denoted by \( \epsilon \). The latter is non-trivial since it acts on the prime divisors \( p_a \) by means of the rule

\[
\epsilon(p_a) = p_a^{-1}
\]

From (16) it is clear that \( \epsilon\bar{\phi} = \bar{\phi} \), hence \( \epsilon \) is the non-trivial automorphism of the quadratic extension \( F_K(q) \) of \( K(\bar{\phi}) \). We conclude that every \( q \)-periodic function which is "even" (i.e. which is stable under \( \epsilon \)) is contained in \( K(\bar{\phi}) \).

Since \( D \) anticommutes with \( \epsilon \), we have

\[
\epsilon(D\bar{\phi}) = -D\bar{\phi},
\]

i.e. \( D\bar{\phi} \) is an odd function. From (18),

\[
\epsilon(\bar{\phi}') = -\bar{\phi} - \bar{\phi} = -\bar{\phi}',
\]

which can also be verified from (19). It follows that

\[
\bar{\phi} + \epsilon\bar{\phi}' = -\bar{\phi} \cdot \epsilon(\bar{\phi}')
\]

is an even function, hence contained in \( K(\bar{\phi}) \). Since this is a function with no pole except \( p_1 \), it can be written as a polynomial in \( \bar{\phi} \) with coefficients in \( K \). The degree of that polynomial is 3 since the function (22) has a pole of order 6 at \( p_1 \). The highest coefficient of that polynomial is 1 since the function

\[
\bar{\phi}^2 + \epsilon\bar{\phi}' - \bar{\phi}^3
\]

has a pole of order \( < 6 \) at \( p_1 \), as follows immediately from (16) and (19); hence the function (23) can be written as a polynomial of degree \( < 3 \) in \( \bar{\phi} \).

We conclude:

\[
\bar{\phi}^2 + \epsilon\bar{\phi}' - \bar{\phi}^3 = \bar{\phi}^3 + A\bar{\phi}^3 + B\bar{\phi} + C
\]

with \( A, B, C \in K \).
It remains to determine the coefficients $A, B, C$. Let $\mathfrak{A}_n^\ast$ denote the module of functions $f \in M_K$ with $w(f) \geq m$. We have from (16):

$$\phi(X) = \frac{X}{(1 - X)^{s_1}} + 2s_1 \mod \mathfrak{A}_1$$

where

$$s_1 = \sum_{n \geq 0} \frac{n q^n}{1 - q^n}.$$

Also, from (19):

$$\phi'(X) = \frac{x^2}{(1 - X)^3} \mod \mathfrak{A}_1^3.$$ 

The congruences (25), (27) suffice to determine the functions occurring in (24) modulo $\mathfrak{A}_1^3$. We obtain

$$\frac{x^4}{(1 - X)^3} + \frac{x^2}{(1 - X)^3} \equiv \frac{x^2}{(1 - X)^3} + 3 \frac{x^2}{(1 - X)^3} + A \frac{x^2}{(1 - X)^3} \mod \mathfrak{A}_1^3$$

which gives:

$$A = -6s_1.$$ 

At this point it seems advisable to normalize the functions $\phi, \phi'$ by adding suitable constants such that the normalized functions satisfy an equation of the same type (24), but with the coefficient of the quadratic term on the right hand side vanishing. It is immediately verified from (28) that this can be achieved by considering the functions $\phi - 2s_1, \phi' + s_1$ instead of $\phi, \phi'$; this is a universal procedure for every characteristic although of course in characteristic 2 or 3 we could well keep our original $\phi, \phi'$ in view of (28).

Rather then introduce new notations, we prefer to change notation and thus give a

New definition of the functions $\phi$ and $\phi'$:

$$\phi(X) = \sum_{n \geq 2} \frac{q^n X}{(1 - q^n X)^2} - 2s_1, \quad \phi'(X) = \sum_{n \geq 2} \frac{q^n X^2}{(1 - q^n X)^3} + s_1.$$ 

Henceforth, the symbols $\phi, \phi'$ will be used according to this new definition. The reader should observe that the formulas (18), (21), remain valid also for the new functions $\phi, \phi'$. As to (25), this is to be replaced by

$$\phi(X) = \frac{X}{(1 - X)^2} \mod \mathfrak{A}_1;$$

since $\phi(X^{-1}) = \phi(X)$ it follows easily that this congruence is valid modulo $\mathfrak{A}_1^3$:

$$\phi(X) = \frac{x}{(1 - X)^3} \mod \mathfrak{A}_1.$$ 

From this and (18) we obtain

$$\phi'(X) = \frac{x^2}{(1 - X)^3} \mod \mathfrak{A}_1.$$ 

As said above, the defining equation for the new $\phi, \phi'$ over $K$ has the form

$$\phi'^2 + \phi \phi' = \phi^3 + B \phi + C$$

with certain new coefficients $B, C$ which may be expressed by the old coefficients in (24) in an obvious manner. It remains to compute the new coefficients $B, C$. Henceforth, the symbols $B, C$ will be used in the new sense.

In principle, the computation of $B, C$ may be executed by developing $\phi$ and $\phi'$ around the point 1 into a Laurent series with respect to some uniformizing variable, for instance $X = X^{-1}$, then substituting these expansions into (32) and comparing terms. It is clear from this remark that $B, C$ then appear as universal power series in $q$, since the coefficients of the expansions of $\phi, \phi'$ are universal power series in $q$ in view of (29). Here, "universal" means that we obtain the same power series for every characteristic.

This remark may be used to facilitate the computation of $B, C$, which is now a purely formal affair, by assuming in addition that char $(K) = 0$; by what we have said above the formulas obtained in this case are valid universally. In fact, we may assume that $K = \mathbb{Q}((q))$ is the field of formal power series in one indeterminate $q$ over the rational number field $\mathbb{Q}$, this field being complete under the power series valuation over $\mathbb{Q}$ for which $|q| < 1$.

As a uniformizing variable at 1 we can now introduce the function

$$T = \log X = -\sum_{n \geq 0} \frac{(1 - X)^n}{n}$$

which makes sense in characteristic 0. We have

$$X = e^T = \sum_{n \geq 0} \frac{1}{n!} T^n$$

and

$$D = X \frac{d}{dX} = \frac{d}{dT}.$$
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This fact, namely that the differential operator $D$ is the differentiation with respect to $T$, makes computations easier.

From (29),

$$\dot{\phi} = \frac{e^T}{1-e^T} + \sum_{m \geq 0} s_m q^m (e^{mT} + e^{-mT}) - 2s_1,$$

which gives the classical expansion

$$\dot{\phi} = \frac{1}{T^2} - \sum_{n \equiv 0 \mod 2} B_{n+1} T^n + 2 \sum_{n \equiv 0 \mod 2} s_{n+1} T^n,$$

where the coefficients $B_n$ denote the $n$-th Bernoulli number:

$$B_0 = 1, \quad B_1 = -\frac{1}{2}, \quad B_2 = \frac{1}{6}, \quad B_4 = -\frac{1}{30}, \quad B_6 = \frac{1}{42}$$

and

$$B_n = 0 \text{ if } n > 1 \text{ and } n = 1 \mod 2.$$}

Furthermore, we have put

$$s_n = \sum_{m \geq 0} \frac{m^k q^m}{1 - q^m}$$

in accordance with (26) for $k = 1$.

Now, the coefficient $B$ is determined from the differential equation

$$D^2 \dot{\phi} - \dot{\phi} = 6\dot{\phi}^2 + 2B$$

which is obtained from (32) by differentiation, using (18). In view of (33) and (34) the computation gives:

$$B = -5s_2.$$}

The coefficient $C$ is determined now by directly substituting (34) into (32) and using (18). One obtains

$$C = -\frac{1}{2}(5s_3 + 7s_5).$$

Note that, for each integer $n$, we have

$$n^2 \equiv n^2 \mod 12,$$

hence, in view of (35), we see that the formal denominator $12$ in (38) cancels out, so that (38) is in fact a representation of $C$ as an integral power series in $q$.

As said above, the formulas (37), (38) are valid now for arbitrary characteristic.

§ 3. The absolute and the Hasse invariant of the fields etc.

We collect our results into the following statement:

VI. The functions $\phi$ and $\phi'$, defined by (29), generate the field $F_K(q)$ of $q$-periodic functions. $\phi$ has the pole divisor $2p_1$, and $\phi'$ has the pole divisor $3p_1$. The field $K(\phi)$ is of index 2 in $F_K(q)$, and the non-trivial automorphism of $F_K(q)$ over $K(\phi)$ is given by the reflection $e: f(X) \rightarrow f(X^{-1})$.

The defining relation of $\phi$, $\phi'$ over $K$ has the form

$$\phi'^2 + \phi\phi' = \phi^2 + B\phi + C$$

where the coefficients $B, C \in K$ can be expressed as universal power series in $q$ with integral coefficients. Explicitly, these expressions are given by the formulas (35), (37), (38).

Remark:

If $\text{char}(K) = 2, 3$ then we can use the function $\phi + \frac{1}{2}$ and its derivative $D\phi$ as generators for $F_K(q)$ over $K$. It is immediately verified that their defining relation is in Weierstraß normal form

$$\phi'^2 = 4(\phi + \frac{1}{2})^2 - 8\phi(\phi + \frac{1}{2}) - g_2$$

where the coefficients $g_2, g_3$ are given by the classical $q$-expansions

$$g_2 = \frac{1}{24} + 20s_2, \quad g_3 = -\frac{1}{720} + \frac{9}{4} s_5.$$}

Now we turn to the determination of the absolute invariant $j(q)$ of $F_K(q)$. It follows from its definition that $j(q)$ is a certain rational function of the coefficients $B, C$ in (39). According to formulas (39), (40) of the appendix we have explicitly

$$j(q) = \frac{(1-48B^3)}{A}, \quad A = B^2 - C - 64B^3 + 72BC - 432C^2.$$

If we substitute (37), (38) into these expressions we obtain a universal representation of $j(q)$ as a Laurent series in $q$ with integral coefficients. To investigate this, let us regard for the moment $q$ as an indeterminate so that $s_3, s_5$ and hence $B, C, A$ become elements in the formal power series ring $\mathbb{Z}[q]$. Congruences are to be understood in this power series ring.

From (35) and (38a) we see that

$$s_2 = s_8 \mod 12q^2$$

hence

$$5s_2 + 7s_5 = 12s_3 \mod 12q^2.$$
which gives
\[ C = -s_3 = -q \mod q^2 \]
in view of (38). Moreover, from (37):
\[ B = -5q \mod q^2. \]
It follows
\[ A = -C = q \mod q^2. \]
We see therefore from (42) that
\[ j(q) = \frac{1}{q} \cdot R(q) \]
where \( h(q) \) is a quotient of two power series in \( \mathbb{Z}[[q]] \) which are \( \equiv 1 \mod q \). Therefore, \( h(q) \) itself is a power series in \( \mathbb{Z}[[q]] \) which is \( \equiv 1 \mod q \). We conclude:
\[ j(q) = \frac{1}{q} + R(q) \]
where \( R(q) \) is a universal power series with integral coefficients.

For the following lemma, the non-archimedean property of the valuation of \( K \) is essential.

**Lemma 1.** Let \( R(X) = c_0 + c_1 X + c_2 X^2 + \cdots \)
be a power series over \( K \), and assume \( |c_i| \leq 1 \). Then the function
\[ u \rightarrow \frac{1}{u} + R(u) \]
defines a bijection of the interior \( 0 < |u| < 1 \) of the unit circle of \( K \)
onto its exterior \( |v| > 1 \). We have
\[ \left| \frac{1}{u} + R(u) \right| = \frac{1}{|u|} \quad \text{if} \quad 0 < |u| < 1. \]

**Proof.** Since \( |c_i| \leq 1 \) it is clear from the non-archimedean property
of \( K \) that
\[ |R(u)| \leq 1 \quad \text{if} \quad 0 < |u| < 1 \]
and
\[ \left| \frac{1}{u} + R(u) \right| = \frac{1}{|u|} = \frac{1}{|u|}. \]
Also, if
\[ \frac{1}{u_1} + R(u_1) = \frac{1}{u_2} + R(u_2) \]
then
\[ \left| \frac{1}{u_1} - \frac{1}{u_2} \right| = \left| \sum_{n>0} c_n (u_1^n - u_2^n) \right| \leq |u_1 - u_2| \]
which implies
\[ |u_1 - u_2| \leq |u_1| |u_2| |u_1 - u_2| \]
hence \( u_1 = u_2 \). It remains to show that for every \( v \in K \) with \( |v| > 1 \)
there exists an element \( u \in K \) with \( 0 < |u| < 1 \) such that \( v = \frac{1}{u} + R(u) \).

Such an element \( u \) is constructed by the convergent iteration procedure:
\[ u_0 = \frac{1}{v}, \quad u_{i+1} = \frac{1}{v} (1 + u_i R(u_i)); \quad u = \lim_{i} u_i. \]

**QED.**

Using this lemma, we obtain:

**VII.** The absolute invariant \( j(q) \) of \( F_K(q) \) can be expressed in the
form
\[ j(q) = \frac{1}{q} + R(q) \]
where \( R(q) \) is a universal power series with integral coefficients. We have
\[ |j(q)| = \frac{1}{|q|} > 1. \]
To every element \( j \in K \) with \( |j| > 1 \) there exists one and only one \( q \in K \)
with \( 0 < |q| < 1 \) such that \( j = j(q) \).

**Remark 1:**
The expansion (44) being of formal nature, it coincides with the
classical \( q \) expansion of the modular function \( j(\omega) \) if this is regarded
as a function of the variable \( e^{2\pi i \omega} = q \). For, one knows that \( j(\omega) \) is
the absolute invariant of the Weierstraß equation (40), (41) if one substitutes \( q = e^{2\pi i \omega} \) in these formulas.
The first terms of \( R(q) \) are
\[ R(q) = 744 + 196884 \cdot q + \cdots \]

**Remark 2:**
The classically well known product representation
\[ A = q \prod_{n>0} (1 - q^n)^3 \]
holds also in the non-archimedean case for every characteristic. For, both sides in (45) being universal power series in \( q \) with integral coefficients, one may regard (45) as an identity in the power series ring \( \mathbb{Z}[q] \); hence this relation remains true if we substitute for \( q \) an element in \( K \) with \( |q| < 1 \).

Note that, from VII, we have
\[ j(q) = 0, 12^3 \]
since the valuation of \( K \) is non-archimedean. It follows that the Hasse invariant of \( F_K(q) \), as described in § A1 of the appendix, is defined. Let \( \gamma_K(q) \) denote this invariant. If \( \text{char} (K) = 2 \) then \( \gamma_K(q) \) is an element of \( K^x/K^x^2 \), whereas it is an element of \( K^x/\pi K^x \) if \( \text{char} (K) = 2 \); here we put
\[ \pi(a) = a^2 + a. \]

We have:

**VIII. The Hasse invariant of \( F_K(q) \) is**

\[ \gamma_K(q) = \begin{cases} 1 \text{ mod } K^x^2 & \text{if } \text{char} (K) = 2 \\ 0 \text{ mod } \pi K^x & \text{if } \text{char} (K) = 2. \end{cases} \]

**Proof.** If \( \text{char} (K) = 2 \) then \( \gamma_K(q) \equiv 0 \) since the cubic polynomial on the right hand side of (39) has no quadratic term. If \( \text{char} (K) = 2 \) then from (18) and (39) we see that \( \delta, D \delta \) satisfy the equation
\[ (D \delta)^2 = 4 \delta^3 + \delta + 4 B \delta + 4 C \]
If \( \text{char} (K) = 3 \) then we infer from this that \( \gamma_K(q) = 1 \) since the coefficient of \( \delta^3 \) in this equation is 1.

Now assume \( \text{char} (K) = 2, 3 \). Then we use \( \delta + \chi \) and \( D \delta \) as generators of \( F_K(q) \), whose defining relation over \( K \) is in Weierstraß normal form (40). The Hasse invariant is then given by
\[ \gamma_K(q) = -\frac{1}{2} g_2 \text{ mod } K^x \]
where \( g_2, g_3 \) are obtained from (41). Hence
\[ \gamma_K(q) = \frac{1 + 240 s_3}{1 - 504 s_3} \text{ mod } K^x. \]

We are going to show that both numerator and denominator of this formula are squares in \( K \). From (43) we infer that
\[ |s_3| = |s_5| = |q| < 1. \]
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Hence both numerator and denominator in (47) are of the form
\[ v = 1 + 4s \text{ with } s \in K, |s| < 1. \]
A square root \( u \) of such an element can be extracted by means of the convergent iteration procedure:
\[ u_0 = 1, \quad u_{i+1} = u_i + \frac{1}{2} \left( \frac{v}{u_i} - u_i \right), \quad u = \lim_{i} u_i. \]

QED.

The absolute invariant and the Hasse invariant of \( F_K(q) \) suffice to characterize \( F_K(q) \) as an elliptic function field over \( K \). (See Appendix § A1). Hence we obtain from VII and VIII the following:

**VIIIa. Algebraic description of elliptic function fields \( F \mid K \) which can be \( K \)-isomorphically represented as a field of \( q \)-periodic functions for some \( q \in K \) with \( 0 < |q| < 1 \):**

This is the case if and only if the following conditions are satisfied:

(i) \( F \mid K \) has a prime divisor of degree 1;
(ii) the absolute invariant \( j \) of \( F \mid K \) satisfies \( |j| > 1 \);
(iii) the Hasse invariant \( \gamma \) of \( F \mid K \) is trivial.

If this is the case, then from statement VII we see that the element \( q \) for which \( F \) is \( K \)-isomorphic to \( F_K(q) \) is uniquely determined. \( q \) is called the period of \( F \).

**§ 4. Elliptic function fields having a periodic Jacobian field**

As before, \( q \) denotes an element in \( K \) with \( 0 < |q| < 1 \) and \( F_K(q) \) is the corresponding field of \( q \)-periodic functions.

We propose to investigate elliptic function fields \( E \mid K \) which admit \( F_K(q) \) as their Jacobian field. Here, the notion of “Jacobian field” is to be understood in the algebraic sense as explained in § A2 of the appendix; it means that the absolute and the Hasse invariant of \( E \) coincide with the absolute and the Hasse invariant of \( F_K(q) \), the latter having been determined in § 3.

If \( E \) admits \( F_K(q) \) as its Jacobian field, then according to statement VII in § 3 the element \( q \) is uniquely determined by this property; it will be called the period of \( E \).

Let \( L \mid K \) be a Galois extension which splits \( E \), and let \( G \) denote its Galois group. According to § A2 of the appendix, \( E \) is uniquely
determined, up to $K$-isomorphisms, by its cohomological invariant $\zeta$; this is an element in $H^1(G, T_L(q))$ where $T_L(q)$ denotes the group of translation automorphisms of $F_L(q)$.

We have a canonical $G$-isomorphism

$$L^\times/q \to T_L(q)$$

(48)

which is given by associating to every $a \in L^\times$ its translation automorphism $\tau_a \in T_L(q)$; this follows from corollaries Va and Vb, together with remark 2 of § 2. Hence an isomorphism

$$H^1(G, L^\times/q) \to H^1(G, T_L(q)).$$

so that we may regard $\zeta$ as an element in $H^1(G, L^\times/q)$.

If $\zeta$ is any given element in $H^1(G, L^\times/q)$ then an elliptic field $E | K$ with period $q$ and the cohomological invariant $\zeta$ can be obtained in the following way: Choose a 1-cocycle $\gamma : L^\times/q \to L^\times/q$ which represents $\zeta$; for simplicity this cocycle is again denoted by $\zeta$. Let $\sigma$ range over the automorphisms of $G$, and consider these as automorphisms of $F_L(q)$ over $F_K(q)$ acting on the coefficients of the $q$-periodic functions.

The map

$$\sigma \mapsto \tau_{\zeta(\sigma)}$$

is then a monomorphism from $G$ to the automorphism group of $F_L(q)$, and its field $E_{\zeta}$ of fixed elements satisfies our requirements. This follows immediately from the definition of the cohomological invariant as given in § A 2.

First, we are going to describe the structure of the group $H^1(G, L^\times/q)$.

Let $\exp$ and $\log$ denote the ordinary complex exponential and logarithm. Let us put

$$e_\zeta(a) = \exp\left(2\pi i \frac{\log |a|}{\log |q|}\right) \quad (a \in L^\times).$$

(50)

This defines a homomorphism

$$e_\zeta : L^\times \to W.$$

where $W$ denotes the multiplicative group of complex numbers of absolute value 1. We have $e_\zeta(q) = 1$ and hence obtain a homomorphism $e_\zeta : L^\times/q \to W$.

For $\sigma \in G$ we have $|\sigma a| = |a|$ and hence

$$e_\zeta(\sigma a) = e_\zeta(a);$$

this means that the homomorphism (50) is $G$- permissible, $G$ acting trivially on $W$. Hence we obtain a cohomology map

$$e_\zeta : H^1(G, L^\times/q) \to H^1(G, W),$$

where

$$H^1(G, W) = \text{Hom}(G, W) = \tilde{G},$$

the character group of $G$. We shall see that this is in fact a monomorphism. In order to describe its image, let us make the following definitions: For $\chi \in \tilde{G}$ let $G_\chi$ denote the kernel of $\chi$ in $G$, and let $K_\chi$ be the field of fixed elements of $G_\chi$ in $L$. The field extension $K_\chi | K$ is cyclic of degree equal to the order of $\chi$.

**Definition.** The character $\chi$ of $G$ is called $q$-trivial if $q$ is the norm of some element $Q$ in $K_\chi$:

$$q = N_{K_\chi | K}(Q).$$

The set of $q$-trivial characters of $G$ will be denoted by $\tilde{G}(q)$. (It follows from lemma 2 that $\tilde{G}(q)$ is a subgroup of $\tilde{G}$.)

**Remark.** If $K$ is locally compact and $L | K$ finite then $\tilde{G}$ can be identified, via the reciprocity law, with the character group of $K^\times/N L^\times$, where $N : L \to K$ is the norm map. After this identification, $q$-triviality means that $\chi(q) = 1$; this explains our terminology.

We now claim:

**Lemma 2.** Let $L | K$ be a Galois extension with group $G$. Then the homomorphism:

$$e_\zeta : H^1(G, L^\times/q) \to \tilde{G}$$

(51)

defined by (50) induces an isomorphism

$$H^1(G, L^\times/q) \approx \tilde{G}(q)$$

where $\tilde{G}(q)$ consists of the $q$-trivial characters of $G$, as defined above. In particular, $\tilde{G}(q)$ is a subgroup of $\tilde{G}$.  

---

1) $T_L(q)$ being canonically isomorphic to the group $\mathbb{Z}_q^2(q)$ of divisor classes of degree 0, one may regard $\zeta$ as an element in $H^1(G, \mathbb{Z}_q^2(q))$ if this is convenient.

2) Note that $\zeta$ is determined by $E$ up to a minus sign only; that is, two cohomology classes $\zeta_1$ and $\zeta_2$ determine $K$-isomorphic fields $E_1$, $E_2$ if and only if $\zeta_1 = \pm \zeta_2$ (see § A 2). This fact should be kept in mind throughout the following discussion.


Proof. (i) First we show that the map \( (51) \) is monomorphic. We consider the exact and commutative diagram

\[
\begin{array}{c}
0 \to \mathbf{Z} \to L^\times \to L^\times/q \to 0 \\
\downarrow v_q \quad \downarrow e_q \\
0 \to \mathbf{Z} \to \mathbf{R} \to \exp W \to 0
\end{array}
\]

where \( \mathbf{R} \) denotes the additive group of real numbers. The map denoted by \( q: \mathbf{Z} \to L^\times \) is the exponential map

\[(51a) \quad k \mapsto q^k \quad (k \in \mathbf{Z}); \]

\( v_q \) denotes the map

\[ v_q(a) = \frac{\log |a|}{\log |q|} \quad (a \in L^\times) \]

which is an additive valuation equivalent to the valuation \( | \cdot | \); finally, \( \exp \) denotes the exponential map

\[ r \mapsto \exp (2\pi i r) \quad (r \in \mathbf{R}). \]

The vertical double line indicates the identity map. The above diagram leads to an exact and commutative cohomology diagram

\[
\begin{array}{c}
H^1(G, L^\times) = 0 \to H^1(G, L^\times/q) \to H^2(G, L^\times) \\
\downarrow v_q \\
H^1(G, \mathbf{R}) = 0 \to H^1(G, \exp W) \to H^2(G, L^\times) \to 0 = H^2(G, \mathbf{R})
\end{array}
\]

(52)

where \( d_1, d_2 \) denote the cohomological connecting operators belonging to the first resp. second row of the former diagram. The fact that \( H^1(G, L^\times) = 0 \) is known as Hilbert's theorem 90. The fact that \( H^n(G, \mathbf{R}) = 0 \) for \( n \geq 1 \) follows from the unique divisibility of \( \mathbf{R} \).

From (52) we see that

\[ d_1 = d_2 \cdot e_q; \]

moreover, (52) shows that \( d_1 \) is monomorphic. It follows that \( e_q \) is monomorphic too.

(ii) Before determining the image of the map \( (51) \) let us first discuss its behavior under inflation. So let

\[ L_0 \]

be a Galois extension of \( K \) contained in \( L \),

\[ G_0 \]

the group of \( L_0 | K \),

\[ S \]

the group of \( L | L_0 \).

The sequence of groups

\[ 1 \to S \to G \to G_0 \to 1 \]

is exact. For any \( G \)-module \( A \), we have a cohomological inflation-restriction sequence

\[
0 \to H^1(G_0, A^S) \to H^1(G, A) \to H^1(S, A)
\]

which is exact; as usual, \( A^S \) is the submodule of \( A \) consisting of the elements which are fixed under \( S \). This sequence is functorially covariant with respect to \( A \).

The map \( e_q: L^\times/q \to W \) thus gives rise to a commutative diagram

\[
0 \to H^1(G_0, L^\times/q) \to H^1(G, L^\times/q) \to H^1(S, L^\times/q)
\]

\[
\downarrow e_q \\
\downarrow e_q \\
\downarrow e_q
\]

(53)

\[
H^1(G_0, \mathbf{W}) \to H^1(G, \mathbf{W}) \to H^1(S, \mathbf{W}).
\]

The second row of this diagram is identical with

\[
0 \to G_0 \to G \to S
\]

where the inflation is obtained by regarding every character of \( G_0 = G/S \) as a character of \( G \); as usual we identify \( G_0 \subset G \). For the moment, let \( \hat{G}[q] \) denote the image of \( e_q: H^1(G, L^\times/q) \to \hat{G} \) and similarly \( \hat{G}_0[q] \). Then, since all three vertical maps of the diagram (53) are monomorphic by (i), we see that

\[ \hat{G}_0[q] = \hat{G}[q] \cap \hat{G}_0. \]

In other words: let \( \chi \) be a character of \( G \) which is already a character of \( G_0 \), i.e. for which \( \chi(S) = 1 \). Then \( \chi \) is in \( \hat{G}[q] \) if and only if \( \chi \) is in \( \hat{G}_0[q] \).

We also have the relation

\[ \hat{G}_0(q) = \hat{G}(q) \cap \hat{G}_0 \]

since the property of a character to be \( q \)-trivial depends only on \( K_2 \).

That is, \( \chi \) is in \( \hat{G}(q) \) if and only if \( \chi \) is in \( \hat{G}_0(q) \), provided \( \chi(S) = 1 \).

Now recall that we want to show \( \hat{G}(q) = \hat{G}[q] \). That is, if \( \chi \in \hat{G} \) we have to show that \( \chi \) is in \( \hat{G}[q] \) if and only if it is in \( \hat{G}(q) \). If \( \chi(S) = 1 \) then the foregoing arguments show that we may replace \( G \) by \( G_0 \) and hence \( L \) by \( L_0 \) without loss of generality.

For a given character \( \chi \in \hat{G} \), the largest subgroup of \( G \) on which \( \chi \) is trivial is the kernel \( G_{\chi} \); the corresponding subfield of \( L \) being \( K_{\chi} \).
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Hence, in order to prove our assertion for a fixed character \( \chi \), we may assume that \( L = K \), i.e. that \( \chi \) is a faithful character of \( G \).

(iii) So assume that \( L \mid K \) is cyclic and \( \chi \) is a faithful character of \( G \). We have to show: \( \chi \) is in the image of the map (51) if and only if \( \chi \) is \( q \)-trivial which now means that \( q \) is a norm from \( L \).

Consider once more the diagram (52). Let

\[
\psi = d_q(\chi)
\]

be the image of \( \chi \) in \( H^2(G, \mathbb{Z}) \). From (52) we see that \( \chi \) is in the image of \( e_q \) if and only if \( \psi \) is in the image of \( d_q \); this means that \( \psi \) is in the kernel of the subsequent map

\[
(54) \quad q : H^2(G, \mathbb{Z}) \rightarrow H^2(G, L) = \mathbb{Z}^{\mid G \mid / N A}.
\]

Now, \( G \) and \( \hat{G} \) are cyclic and \( \chi \) generates \( \hat{G} \). From (52) we conclude that \( H^2(G, \mathbb{Z}) \) is cyclic too, being isomorphic to \( \hat{G} \) under \( d_q \), and that \( \psi \) is a generator of \( H^2(G, \mathbb{Z}) \). Hence \( \psi \) is in the kernel of the map (54) if and only if this is the zero map. We have to show that this is the case if and only if \( q \) is a norm from \( L \).

Now, \( G \) being cyclic we have for every \( G \)-module \( A \) an isomorphism

\[
H^2(G, A) = H^0(G, A) = A^{\mid G \mid / N A}
\]

where \( A^G \) is the submodule of \( G \)-stable elements of \( A \) and \( N \) denotes the norm operator of \( G \) on \( A \). This isomorphism is not canonical but depends on the choice of a generator of \( G \); if such a generator is chosen then this isomorphism is functorial with respect to \( A \). We have

\[
H^0(G, \mathbb{Z}) = \mathbb{Z}/n, \quad H^0(G, L) = K^{\mid G \mid / NL}
\]

where \( n = [L : K] \). Hence, the map (54) can now be interpreted as the map

\[
q : \mathbb{Z}/n \rightarrow K^{\mid G \mid / NL}
\]

which is induced by (51a). This map is the zero map if and only if \( 1 \) is mapped onto a norm, i.e. if \( q^1 \in NL \).

QED.

In view of lemma 2 and what we have said before we conclude the validity of the following statement:

IX. Let \( L \mid K \) be a Galois extension with group \( G \). The classes of \( K \)-isomorphic elliptic function fields \( E \mid K \) of period \( q \) which are split by \( L \) correspond 1:1 to the pairs \( \chi, \chi^{-1} \) of mutually inverse \( q \)-trivial characters of \( G \).

If \( E \) belongs to \( \chi \) in this correspondence then \( \chi \) is called the character invariant of \( E \). It is determined by \( E \) up to the substitution \( \chi \rightarrow \chi^{-1} \) only.

Two observations have to be added to the statement IX:

1. Let \( E \mid K \) be as in statement IX. Then the character invariant \( \chi \) of \( E \) does not depend on the choice of the Galois splitting field \( L \) of \( E \).
   For, assume that \( E \) is split already by a subfield \( L_0 \) of \( L \) which is Galois over \( K \), and let \( \chi \) be the character invariant of \( E \) with respect to \( L_0 \). Then
   \[
   \chi = e_q(\zeta), \quad \chi_0 = e_q(\zeta_0)
   \]
   where \( \zeta, \zeta_0 \) are the cohomological invariants of \( E \) with respect to \( L \), \( L_0 \). If we identify
   \[
   H^1(G_0, L_0^{\times} / q) \subset H^1(G, L^{\times} / q)
   \]
   by means of the inflation map, then \( \zeta = \pm \zeta_0 \), which means that \( \zeta \) does not depend on the splitting field \( L \); this follows from the general definition of the cohomological invariant as given in the appendix. Using the diagram (53) we conclude that \( \chi = \chi_0^{-1} \) in the identification
   \[
   G_0 \subset \hat{G}
   \]
   which says that the character invariant too does not depend on the choice of \( L \).

2. The second observation is concerned with the behavior of the character invariant of \( E \) under extensions of the field of constants. Let \( K' \) be a finite algebraic field extension of \( K \). Consider the constant field extension \( E K' \). This is an elliptic function field over \( K' \) which is split by \( L K' \) and has period \( q \). Let \( \chi ' \) be its character invariant; this is a \( q \)-trivial character of the Galois group \( G' \) of \( L K' \mid K' \). We may identify \( G' \) with a subgroup of \( G \) according to the following Galois diagram:

```
   L  \rightarrow L K'  \\
   q' \downarrow \quad \downarrow q' \\
   K'  \rightarrow K
```

L \cap K'
The cohomological invariant $\zeta'$ of $EK'$ is given as the image of $\zeta$ of $E$ under the restriction map

$$\text{res}: H^1(G, L^{\times}/q) \rightarrow H^1(G', (LK')^{\times}/q).$$

Now it is clear from its definition that the map (51) commutes with the restriction, i.e. that the diagram

$$\begin{array}{c}
H^1(G, L^{\times}/q) \xrightarrow{\text{res}} H^1(G', (LK')^{\times}/q) \\
\downarrow \quad \quad \downarrow \\
\hat{G} \xrightarrow{\text{res}} \hat{G}'
\end{array}$$

commutes; here $\text{res}: \hat{G} \rightarrow \hat{G}'$ is obtained by restricting the range of every character $\chi$ of $G$ to the subgroup $G' \subset G$. We conclude: the character invariant $\zeta'$ of $EK'$ is obtained from the character invariant $\zeta$ of $E$ by restricting $\zeta$ to the subgroup $G'$.

There is an interesting consequence of this fact. Namely, we ask: Under what condition is $K'$ a splitting field of $E$? This is the case if and only if $EK'$ is $K'$-isomorphic to $F_K(q)$ which is to say that the character invariant $\zeta'$ of $EK'$ is trivial. By what we have said above this means $\chi(G') = 0$, i.e. $G' \subset G_2$, $K_2 \subset K'$. We obtain:

$X$. Let $E | K$ be an elliptic function field of period $q$ and let $\chi$ be its character invariant. Then the cyclic extension $K_2 | K$ can be characterized as the unique minimal algebraic splitting field of $E$. That is, $K_2$ splits $E$ and it is contained in every splitting field of $E$ which is algebraic over $K$.

Now we ask the following question: Given a $q$-trivial character $\chi$, how can we explicitly construct an elliptic function field $E | K$ of period $q$ which has character invariant $\chi$?

A method of construction is given by following up the various isomorphisms leading to statement IX. First we note that $E$, the field to be constructed, is split by $K_2$. Hence, in the foregoing arguments, we may assume without loss of generality that $L = K_2$.

That is, we may now assume that $\chi$ is a faithful character of $G$. Let $n = [L : K]$.

There is one and only one generator $\sigma$ of $G$ which is determined by the condition

$$\chi(\sigma) = \exp \left( \frac{2\pi i}{n} \right)$$

Conversely, if $L | K$ is an arbitrary cyclic extension of degree $n$ and if $\sigma$ is a given generator of its Galois group $G$ then there is one and only one character $\chi$ of $G$ which satisfies (55). This character is $q$-trivial if and only if there exists $Q \in L$ such that $NQ = q$; here and in the following, $N$ denotes the norm map from $L$ to $K$ if nothing is said to the contrary.

So let us change our point of view: Instead of starting with $\chi$, we start with a given triple

$$Q = (L, \sigma, q)$$

where

$L$ is a cyclic extension of $K$ of degree $n$, 
$\sigma$ a generator of the Galois group $G$ of $L$,
$Q$ an element of $L$ with $NQ = q$.

Starting from these data, we shall give an explicit construction of an elliptic function field, called $F_L(Q)$, which has period $q$ and whose character invariant $\chi$ is given by the formula (55).

First, we have to look for a 1-cocycle $\zeta: \hat{G} \rightarrow \hat{G}^{\times}/q$ which corresponds to $\chi$ under the isomorphism $e_\chi$ of lemma 2. We claim that such a cocycle $\zeta$ is given by

$$\zeta(\sigma) = Q \mod q.$$ 

For, since $NQ = q \equiv 1 \mod q$ and since $\sigma$ generates $G$, it follows that there is one and only one 1-cocycle $\zeta: \hat{G} \rightarrow \hat{G}^{\times}/q$ satisfying (56); moreover, we have

$$|q| = |NQ| = |Q|^n$$

and therefore in view of (50)

$$e_\chi(Q) = \exp \left( \frac{2\pi i}{n} \right)$$

which gives

$$e_\chi(\zeta(\sigma)) = \chi(\sigma)$$

and hence

$$e_\chi(\zeta) = \chi.$$ 

Secondly, we have to regard $\zeta$ as 1-cocycle from $G$ to $T_L(q)$ in view of the isomorphism (48); this gives

$$\zeta(\sigma) = \tau_q.$$
where \( \tau_Q \) denotes the translation automorphism of \( F_L(q) \) given by

\[
\tau_Q : f(X) \to f(Q^{-1}X).
\]

Now, \( \sigma \to \tau_Q \sigma \) defines a monomorphism of \( G \) into the automorphism group of \( F_L(q) \) and the field \( F_K(Q) \) to be constructed is the field of fixed elements of its image; since \( G \) is cyclic it can be described as
field of fixed elements of the automorphism \( \tau_Q \sigma \). That is, the elements in \( F_K(Q) \) are those \( q \)-periodic functions \( f \) defined over \( L \) which satisfy
the functional equation

\[
(59) \quad \tau_Q \sigma f = f.
\]

It is clear from its construction that this field \( F_K(Q) \) has period \( q \) and that its character invariant \( \chi \) is given by (55).

Both \( \tau_Q \) and \( \sigma \) may be considered as operators on the whole field \( M_L \) of meromorphic functions over \( L \) (and not only on \( F_L(q) \)). If this is done, we have

\[
(60) \quad (\tau_Q \sigma)^i = \tau_Q \sigma^i, \quad Q^i = Q \cdot (\sigma Q) \cdot (\sigma^2 Q) \cdots (\sigma^{i-1} Q)
\]

for \( i > 0 \); this formula holds also for \( i = 0 \) if we interpret \( Q^0 = 1 \).

Taking \( i = n \) we have

\[
(61) \quad (\tau_Q \sigma)^n = \tau_Q
\]

since \( Q^1 = N Q = q \) and \( \sigma^1 = 1 \). Hence, if \( f \in M_L \) satisfies the functional equation (59), then \( \tau \sigma f = f \), i.e. \( f \) is contained in \( F_L(q) \) and therefore \( f \in F_K(Q) \).

**Definition.** The function \( f \in M_L \) is called semi-periodic with respect to \( Q \) if it satisfies the functional equation (59).

These semi-periodic functions form a subfield \( F_K(Q) \) of \( M_L \), and we have proved:

**XI. Consider a triple \( Q = (L, \sigma, Q) \) consisting of a cyclic extension \( L \) of \( K \), of a generating automorphism \( \sigma \) of \( L|K \) and of an element \( Q \in L \) with \( N Q = q \). Let \( F_K(Q) \) denote the field of semi-periodic functions with respect to \( Q \).

Then \( F_K(Q) \) is an elliptic function field over \( K \) of period \( q \) which is split by \( L \). The character invariant \( \chi \) of \( F_K(Q) \) is given by

\[
\chi(\sigma) = \exp\left(\frac{2\pi i}{n}\right), \quad n = [L : K],
\]

**§ 5. Properties of semi-periodic function fields**

In particular, \( L = K_X \) is the minimal algebraic splitting field of \( F_K(Q) \).

Every elliptic function field \( E|K \) of period \( q \) is \( K \)-isomorphic to some \( F_K(Q) \) with suitable \( Q = (L, \sigma, Q) \). Here, \( L \) is uniquely determined by \( E \) as its minimal algebraic splitting field, while \( \sigma \) and \( Q \) are determined up to the substitutions

\[
\sigma \to \sigma^\pm, \quad Q \to Q\sigma^\pm \quad (u \in L^\times).
\]

As to the last sentence, note that the substitution \( \sigma \to \sigma^\pm \) means \( \chi \to \chi^\pm \); fields which have mutually inverse character invariants are \( K \)-isomorphic. Also, if \( N Q = q \), then any other element \( Q' \in L^\times \) with \( N Q' = q \) has the form \( Q' = Q\sigma^\pm \) with \( u \in L^\times \) by Hilbert's theorem 90.

**§ 5. Properties of semi-periodic function fields**

In this section, the properties of the semi-periodic function fields will be studied in more detail. Let us note beforehand that from § 4 we shall essentially use the definition of these fields only; in particular, our arguments will be independent of the algebraic theory of Jacobian fields.

So let us consider a given triple

\[
Q = (L, \sigma, Q)
\]

where \( L \) is a cyclic extension of \( K \) and \( \sigma \) a generator of its Galois group \( G \); furthermore, \( Q \) is an element in \( L \) with \( N Q = q \). The degree of \( L|K \) will be denoted by \( n \) and \( N : L \to K \) is the norm function.

As in § 4, \( F_K(Q) \) denotes the field of meromorphic functions \( f \in M_L \) which satisfy the functional equation (59). From (61) we see that

\[
F_K(Q) \subset F_L(q);
\]

we can characterize \( F_K(Q) \) as the field of fixed elements in \( F_L(q) \) of the automorphism \( \tau_Q \sigma \) of order \( n \).

Hence \( F_L(q) \) is a cyclic extension of \( F_K(Q) \) of degree \( n \), its Galois group \( G_Q \) being generated by \( \tau_Q \sigma \).

Since \( \tau_Q \sigma \) induces \( \sigma \) in \( L \) which has \( K \) as its fixed field, we infer from Galois theory that

\[
F_K(Q) \cap L = K, \quad F_K(Q) \cdot L = F_L(q)
\]
and that \( F_K(\mathbb{Q}) \) and \( L \) are linearly disjoint over \( K \). We know from § 2 that \( F_L(q) \) is an algebraic function field over \( L \). It follows that \( F_K(\mathbb{Q}) \) is an algebraic function field over \( K \) and that its constant field extension with \( L \) is \( F_L(q) \). Since the latter has genus 1 and since the genus does not change under separable constant field extensions, we conclude that \( F_K(\mathbb{Q}) \) has genus 1. Since \( F_L(q) \) is conservative we see that \( F_K(\mathbb{Q}) \) is conservative too. These arguments show anew that 

\[ F_K(\mathbb{Q}) \text{ is an elliptic function field over } K. \]

As a separable constant field extension the field \( F_L(q) \) is unramified over \( F_K(\mathbb{Q}) \). It follows that the divisors of \( F_K(\mathbb{Q}) \) can be characterized as those divisors of \( F_L(q) \) which are left fixed by the generating automorphism \( \tau_0 \sigma \) of \( G_0 \). If \( m \) is any divisor in \( D_L \) (in the analytic sense) which is fixed by \( \tau_0 \sigma \) then from (61) we conclude that \( m \) is \( q \)-periodic, i.e. \( m \) is in the divisor group \( D_L(q) \) of \( F_L(q) \), and hence \( m \) is a divisor of \( F_K(\mathbb{Q}) \).

Accordingly, we define a \( \mathbb{Q} \)-semi-periodic divisor \( m \) by the condition

\[ \tau_0 \sigma m = m. \]

These divisors form a subgroup \( D_K(\mathbb{Q}) \subset D_L \). By what we have said, we have

\[ D_K(\mathbb{Q}) \subset D_L(q) \]

and \( D_K(\mathbb{Q}) \) is the divisor group (in the algebraic sense) of the field \( F_K(\mathbb{Q}) \).

The degree (in the algebraic sense) of a divisor is invariant under constant field extensions. Hence, by what we have shown in § 2, the degree (in the algebraic sense) of a divisor \( m \in D_K(\mathbb{Q}) \) can be analytically described as \( \deg_{\mathbb{Q}}(m) \), if we regard \( m \) as a \( q \)-periodic divisor over \( L \).

In the following, if nothing is said to the contrary, the analytic notions and facts developed in § 2 will be applied to \( L \) instead of \( K \) as ground field. Accordingly, if \( \alpha \in \Omega^\times \) then \( w_\alpha \) denotes the analytic valuation of \( M_L \); for simplicity we have dropped the index \( L \) as employed in remark 1 of § 2. Hence we have now \( w_{\alpha} = w_\beta \) if and only if \( \alpha \) and \( \beta \) are \( L \)-conjugate.

According to § 2, every prime divisor of \( F_L(q) \) is of the form \( p_\alpha \), the corresponding normalized valuation of \( F_L(q) \) being induced by \( w_\alpha \). We have \( p_\alpha = p_\beta \) if and only if \( \alpha \) and \( \beta \) are \( L \)-conjugate mod \( q \).

---

1) In the statements of the propositions and theorems however, we shall again write \( w_{\alpha , L} \) and \( p_{\alpha , L} \) to indicate that we are working over \( L \).
for some \( m \in \mathbb{Z} \). Then we have shown:

\[ \alpha_a = \alpha_\beta \text{ if and only if } \alpha \text{ and } \beta \text{ are } L\text{-conjugate mod } Q\sigma. \]

At the same time we have seen that the prime divisors of \( F_L(q) \) which extend \( \alpha_a \) are precisely the primes \( p_0, p_1, \ldots, p_{n-1} \) for \( 0 \leq i < n \). These primes are mutually distinct. To see this, one has to verify that the elements

\[ (Q\sigma)^i \alpha \quad (0 \leq i < n) \]

are mutually non-conjugate over \( L \mod Q\). Assume that some \( L\)-conjugate of \( (Q\sigma)^i \alpha \) is of the form \( q^k (Q\sigma)^j \alpha \) \( (k \in \mathbb{Z}) \). Then

\[ |(Q\sigma)^i \alpha| = |q|^k |(Q\sigma)^j \alpha|. \]

Now note that

\[ (Q\sigma)^i \alpha = Q_i \alpha' \]

where \( Q_i \) is as defined in (60); we have \( |\sigma^j \alpha| = |\alpha| \) and

\[ |Q_i| = |Q|^i = |q|^i. \]

It follows

\[ |q^i = |q|^i |q|^i \]

\[ \frac{i}{n} = \frac{j}{n} \mod \mathbb{Z}, \quad i = j \]

since \( 0 \leq i, j < n \).

We see therefore that every prime \( \alpha_a \) of \( F_K(Q) \) splits into the \( n \) distinct primes \( p_0, p_1, \ldots, p_{n-1} \) of \( F_L(q) \). That is, \( \alpha_a \) splits completely in \( F_L(q) \). It follows that the residue class field of \( \alpha_a \) is \( K \)-isomorphic to the residue class field of any one of its extensions, for instance of \( p_a \). The latter residue class field is \( L(\alpha) \) according to §2. In particular, the degree of \( \alpha_a \) is \( [L(\alpha) : K] = n \cdot [L(\alpha) : L] \).

Let us collect our results into the following statements:

\[ \text{XII. The field } F_K(Q) \text{ of } Q\text{-semi-periodic functions is an elliptic function field over } K; \text{ its constant field extension with } L \text{ equals } F_L(q), \text{ the field of } q\text{-periodic functions over } L. \]

\[ \text{XIII. The prime divisors } \alpha \text{ of } F_K(Q) \text{ correspond } 1 \to 1 \text{ to the classes of } L\text{-conjugate elements } \alpha \in \Omega^{\infty} \mod Q\sigma. \text{ If } \alpha \text{ belongs to } 1 \text{ in this correspondence, we write } \alpha_a. \text{ The normalized valuation of } \alpha_a \text{ is induced by the analytic valuation } v_{\alpha_a}. \text{ The residue class field of } \alpha_a \text{ is } L(\alpha); \text{ in particular, the degree of } \alpha_a \text{ is } n \cdot [L(\alpha) : L], \text{ hence divisible by } n. \]

Every prime divisor \( \alpha_a \) of \( F_K(Q) \) splits completely in \( F_L(q) \), its decomposition being given by the formula

\[ \alpha_a = \sum_{0 \leq i < n} p_{(Q\sigma)^i \alpha}, \quad N_\alpha(v_{\alpha_a}, L) \]

where \( N_\alpha \) denotes the norm operator from \( F_L(q) \) to \( F_K(Q) \).

\[ \text{XIV. The divisor group (in the algebraic sense) of } F_K(Q) \text{ can be analytically described as the group } D_K(Q) \text{ of } Q\text{-semi-periodic divisors.} \]

In this description, \( \alpha_a \) is the divisor which has multiplicity \( 1 \) at the points \( \beta \) which are \( L\)-conjugate to \( \alpha \mod Q\sigma \), and multiplicity \( 0 \) elsewhere. The degree (in the algebraic sense) of a divisor coincides with the analytic degree \( \deg \alpha_a \) as defined in §2. Every divisor of \( D_K(Q) \) is the \( N_\alpha \)-norm of a divisor in \( D_L(q) \).

(The last assertion follows from XIII which contains the corresponding statement for prime divisors).

Recall that the index of an algebraic function field \( F|K \) is defined to be the smallest positive integer which is the degree of some divisor of \( F \). From XIII we see that the degree of every prime divisor, hence of every divisor of \( F_K(Q) \) is divisible by \( n \). On the other hand, there are prime divisors of degree \( n \), namely \( \alpha_a \) with \( a \in L^{\infty} \) (e.g. \( a = 1 \)). Hence:

\[ \text{Corollary XIIIa. The function field } F_K(Q) \text{ is of index } n. \]

It seems noteworthy that the index \( n \) thus equals the order of the character invariant \( \chi \) of \( F_K(Q) \) which describes this field according to §4.

An algebraic field extension \( K' \) of \( K \) splits \( F_K(Q) \) if and only if it contains a \( K \)-isomorphic image of the residue class field belonging to some prime divisor \( \alpha_a \). From XIII we conclude that this is so if and only if \( K' \) contains \( L \). Hence we have a new proof of the following statement which is already contained in §4:

\[ \text{Corollary XIIIb. The field } L \text{ is characterized as the minimal algebraic splitting field of } F_K(Q). \]

Now we turn to the description of the divisor class group of degree \( 0 \) of \( F_K(Q) \) which we denote by \( C_K(Q) \).

Every divisor of \( F_K(Q) \) which becomes principal when regarded as a divisor of \( F_L(q) \) is already a principal divisor of \( F_K(Q) \). This follows from the general theory of separable constant field extensions; an
analytic proof will be obtained later as a side result. Hence the inclusion
\[ D_K(Q) \subset D_L(q) \]
duces an imbedding
\[ C_K^0(Q) \subset C_L^0(q) \]
of the corresponding divisor class groups. It follows that the Abel-Jacobi isomorphism
\[ \Phi_e : C_L^0(q) \rightarrow L^\times/q \]
duces a monomorphism of \( C_K^0(Q) \) into \( L^\times/q \). To describe the group \( C_K^0(Q) \), we ask for its image under \( \Phi_e \).

First, we note that the translation \( \tau_q \) acts trivially on \( C_L^0(q) \). For, by the Riemann-Roch theorem, every \( e \in C_L^0(q) \) can be written in the form
\[ e \sim p_a - p_1 \]
where \( \sim \) means divisor equivalence; here \( p_a \) is a prime divisor of degree 1 and hence \( a \in L^\times \). We have by (64)
\[ \tau_q e \sim p_{qa} - p_q \]
where \( \sim \) means divisor equivalence; here \( p_a \) is a prime divisor of degree 1 and hence \( a \in L^\times \). We have by (64)
\[ \tau_q e \sim p_{qa} - p_q \]
hence
\[ \Phi_e(\tau_q e) = \frac{q_a}{q} = a = \Phi_e(e) \mod q \]
and therefore
\[ \tau_q e = e \]
in view of the Abel-Jacobi theorem V (§ 2).

According to § 2 (remark 2) we have therefore
\[ \Phi_e(\tau_q e) = \Phi_e(e) = \Phi_e(e) \mod q \]
That is, the map
\[ \Phi_e : C_L^0(q) \rightarrow L^\times/q \]
is \( G_0 \)-permissible, if we let \( \tau_q \sigma \) act on \( L^\times/q \) in the same way as \( \sigma \) acts on it.

It follows
\[ \Phi_e(N_0 e) = N(\Phi_e e) \mod q. \]
Now, the norm map
\[ N_0 : C_L^0(q) \rightarrow C_K^0(Q) \]
is surjective since we know that every divisor of \( F_K(Q) \) is an \( N_0 \)-norm.

From (66) we conclude therefore that the image of \( C_K^0(Q) \) under \( \Phi_e \) consists precisely of the norms. Hence:

XV. (Abel-Jacobi theorem for semi-periodic functions): The group \( C_K^0(Q) \) of divisor classes of degree 0 of \( F_K(Q) \) is isomorphic to \( N L^\times/q \), this isomorphism being induced by the Jacobi isomorphism \( \Phi_e \) from \( C_L^0(q) \) to \( L^\times/q \).

The group \( C_K^0(q) \) is also contained in \( C_L^0(q) \) and it is isomorphic, via \( \Phi_e \), to \( K^\times/q \). Hence we obtain:

Corollary XVa. \( C_K^0(Q) \) is contained in \( C_L^0(q) \), and the corresponding factor group is isomorphic to the norm factor group \( K^\times/N L^\times \), this isomorphism being induced by \( \Phi_e \).

Examples: Assume that the valuation of \( K \) is discrete. If the residue class field of \( K \) is algebraically closed then \( K^\times = N L^\times \) (see [17], p. 98ff.) and hence \( C_K^0(q) = C_L^0(q) \). If the residue class field of \( K \) is finite then \( K^\times/N L^\times \) is cyclic of order \( n \), hence the same is true for \( C_K^0(q)/C_L^0(q) \). The same result holds if the residue class field of \( K \) is quasi-finite in the sense of Whaples' generalized local class field theory (see [17], p. 200ff.).

Now we are going to prove:

XVI. (Norm theorem): Every \( Q \)-semi-periodic function \( 0 = f \in F_K(Q) \)
is the \( N_0 \)-norm of some \( q \)-periodic function \( g \in F_L(q) \).

This statement can also be written as
\[ H^0(G_0, F_L(q))^x = 0. \]

In the course of the proof we shall have to compute and to use various other cohomology groups of \( G_0 \); our results are contained in the following

<table>
<thead>
<tr>
<th>List of cohomology groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>( D_L(q) )</td>
</tr>
<tr>
<td>( D_L^0(q) )</td>
</tr>
<tr>
<td>( C_L^0(q) )</td>
</tr>
<tr>
<td>( P_L(q) )</td>
</tr>
<tr>
<td>( F_L(q)^x )</td>
</tr>
</tbody>
</table>

Here, \( P_L(q) \) denotes the group of principal divisors of \( F_L(q) \). 4 Roquette, Analytic theory
The last line contains our assertion of the norm theorem. Note that $G_{\mathbb{Q}}$ is cyclic, hence we have for every $G_{\mathbb{Q}}$-module $A$

$$H^{k}(G_{\mathbb{Q}}, A) \approx H^{k+2}(G_{\mathbb{Q}}, A)$$

$(k \in \mathbb{Z})$ so that the list above gives a full cohomological description of the 5 modules in question.

Let us prove the assertions of this list by starting from the first line downwards. To simplify notations, we shall omit, in the course of these proofs, the index $L$ and the bracket $(q)$, so that we will write

$$D, D^0, C^0, P, F^\times.$$ 

The assertion

$$H^{0}(G_{\mathbb{Q}}, D) = 0$$

says that every $\mathbb{Q}$-semi-periodic divisor is an $X_{\mathbb{Q}}$-norm; this has been proved in XIV already. The assertion

$$H^{1}(G_{\mathbb{Q}}, D) = 0$$

is generally true for every function field; it is a consequence of the fact that $D$ is the free abelian group generated by its prime divisors which are permuted under $G_{\mathbb{Q}}$ (see e.g. [15]). This shows the validity of the first line of the list, and also that $D$ as a $G_{\mathbb{Q}}$-module is cohomologically trivial.

Now consider the exact sequence

$$(67) \quad 0 \to D^0 \to D \to \mathbb{Z} \to 0$$

where $D \to \mathbb{Z}$ is the degree map. Since $D$ is cohomologically trivial we conclude that the cohomological connecting operator yields isomorphisms

$$(68) \quad 0 = H^{-1}(G_{\mathbb{Q}}, \mathbb{Z}) \approx H^{0}(G_{\mathbb{Q}}, D^0)$$

$$\mathbb{Z}/n = H^{0}(G_{\mathbb{Q}}, \mathbb{Z}) \approx H^{1}(G_{\mathbb{Q}}, D^0)$$

which proves the second line of the list.

As to the third line, we use formula (65) which says that the Jacobi isomorphism

$$\Phi_{\mathbb{Q}} : C^0 \to L^\times/q$$

is $G_{\mathbb{Q}}$-permissible if we let $\tau_{\mathbb{Q}}\sigma$ act on $L^\times/q$ in the same way as $\sigma$ acts on it. Hence we have

$$(69) \quad H^{k}(G_{\mathbb{Q}}, C^0) = H^{k}(G, L^\times/q)$$

where $G$ is the group generated by $\sigma$.

The exact sequence

$$0 \to \mathbb{Z} \to L^\times/q \to 0$$

where the map denoted by $q$ is the exponential map (51a), yields exactly

$$K^\times \to (L^\times/q)^G \to H^{1}(G, \mathbb{Z}) = 0$$

which shows that $(L^\times/q)^G = K^\times/q$, hence

$$H^{0}(G, L^\times/q) = K^\times/NL^\times$$

since $q \in NL^\times$.

As to $H^{1}(G, L^\times/q)$, we have seen in Lemma 2 ($\S$ 4) that this is isomorphic to $\mathcal{O}(q)$; since $q$ is a norm from $L$ and $G$ is cyclic of order $n$, we have $\mathcal{O}(q) = \mathcal{O} \approx \mathbb{Z}/n$. This proves the third line of the list.

Now we show that

$$(70) \quad H^{0}(G_{\mathbb{Q}}, P) = 0.$$ 

Let $m \in P$ be a principal divisor which is stable under $G_{\mathbb{Q}}$; we have to show that it is the norm of a principal divisor. In any case, we know from $H^{0}(G_{\mathbb{Q}}, D^0) = 0$ that $m$ is the norm of a divisor $m' \in D^0$:

$$m = N_{\mathbb{Q}}(m').$$

We try to change $m'$ by subtracting a divisor of the form

$$\tau_{\mathbb{Q}}\sigma u - u$$

$(u \in D)$, this will not affect the above norm property of $m'$; the divisor $u$ should be chosen in such a way that

$$m'' = m' - (\tau_{\mathbb{Q}}\sigma u - u)$$

is principal. By the Abel-Jacobi theorem, this condition means that

$$\Phi_{\mathbb{Q}}(\tau_{\mathbb{Q}}\sigma u - u) \equiv a' \mod^{\times} q$$

where $a'$ is in $L^\times$ such that

$$a' \equiv \Phi_{\mathbb{Q}}(m') \mod^{\times} q.$$ 

From (66) we infer that

$$N a' = \Phi_{\mathbb{Q}}(m) = 1 \mod^{\times} q$$

\[ \]
since \( m \) is principal\(^1\). This means \( \alpha' = q^k = N Q^k \) for some integer \( k \), hence

\[
\alpha' = q^k \cdot \frac{ab}{b}
\]

with \( b \in L^\times \) (by Hilbert's theorem 90). Our condition for \( u \) now reads:

\[
\Phi_\sigma(\tau_Q \sigma u - u) = q^k \cdot \frac{ab}{b} \mod^\times q.
\]

Accordingly, we put

\[
u = k \cdot v + w
\]

and look for divisors \( v, w \) such that

\[
\Phi_\sigma(\tau_Q \sigma v - v) = Q \mod^\times q
\]

\[
\Phi_\sigma(\tau_Q \sigma w - w) = \frac{ab}{b} \mod^\times q
\]

The first condition is satisfied by \( v = p_1 \) since \( \tau_Q \sigma p_1 = p_q \) and \( \Phi_\sigma(p_q - p_1) = Q \mod^\times q \). The second condition is satisfied by \( w = p_b - p_1 \) in view of (65).

This proves (70)\(^2\).

Now, the exact sequence

(70a)

\[
0 \to P \to D^\sigma \to C^\sigma \to 0
\]

yields a cohomology sequence

\[
0 \to H^0(G_Q, C^\sigma) \to H^1(G_Q, P) \to H^1(G_Q, D^\sigma) \to H^1(G_Q, C^\sigma) \to 0
\]

since \( H^1(G_Q, P) = H^0(G_Q, P) = 0 \). The last two groups in this sequence are both isomorphic to \( L/m \) according to line 2 and 3 of the list; hence the map between them is necessarily an isomorphism and it follows that

\[
H^1(G_Q, C^\sigma) \to H^1(G_Q, P)
\]

is an isomorphism too. This proves the fourth line of the list.

\[^1\) Here we use only the fact that \( m \) becomes principal as a divisor of \( F_L(q) \) which already implies that \( \Phi_\sigma(m) = 1 \mod^\times q \). Accordingly, our proof yields the following: Every divisor \( m \) of \( D_K(Q) \) which becomes principal in \( D_K(Q) \) is already principal in \( D_K(Q) \) (being the norm of a principal divisor). We have used this result already in the proof of XV.

\[^2\) What we have shown in effect is that the map

\[
H^{-1}(G_Q, D^\sigma) \to H^{-1}(G_Q, C^\sigma)
\]

is epimorphic; this yields (70) in view of the exact sequence (70a) and the triviality of \( H^0(G_Q, D^\sigma) \).

As to the last line, the assertion \( H^1(G_Q, F^x) = 0 \) is simply Hilbert's theorem 90. So we are left with the proof of \( H^0(G_Q, F^x) = 0 \) which is in fact the assertion of the norm theorem.

Let \( f \in F^x \) be fixed under \( G_Q \). We know already that its principal divisor \( (f) \) is the norm of a principal divisor \( (f') \). Hence

\[
f = a N_Q f'
\]

with a certain constant \( a \in K^\times \); it remains to prove that every \( a \in K^\times \) is an \( N_Q \)-norm from \( F^x \).

Consider the meromorphic function

\[
g = \frac{\Theta_a \Theta_{a^{-1}}}{\Theta_1 \Theta_{a^{-1}}}
\]

where \( \Theta_a \) is as in \( \S \, 2 \). This function is defined over \( L \). Since

\[
\tau_a \Theta_a = a^{-1}(-X) \Theta_a
\]

we see that

\[
\tau_a g = g,
\]

i.e.

\[
g \in F^x.
\]

Since \( a \in K^\times \) is fixed under \( \sigma \), we may write

\[
g = \frac{\tau_{a^{-1}} \Theta_a}{\Theta_1} \left( \frac{\tau_q \sigma \Theta_a}{\Theta_a} \right)^{-1}
\]

and from (61) we infer that

\[
N_Q \left( \frac{\tau_q \sigma \Theta_a}{\Theta_a} \right) = \tau_a \Theta_a = a^{-1}(-X)
\]

which gives

\[
N_Q(g) = \frac{-X}{a^{-1}(-X)} = a^X.
\]

QED.

\[^1\) What we have shown in effect is that the map

\[
H^0(G_Q, L^\times) \to H^0(G_Q, F^x)
\]

is the zero map; hence the exact sequence

\[
0 \to L^\times \to F^x \to P \to 0
\]

yields

\[
0 \to H^0(G_Q, F^x) \to H^0(G_Q, P)
\]

which shows \( H^0(G_Q, F^x) = 0 \) in view of the fourth line of the list.
§ 5. Properties of semi-periodic function fields

Let us interpret the norm theorem XVI in terms of Brauer groups.
For any field $K$, let $\text{Br}(K)$ denote the Brauer group of $K$, defined as the
group of similarity classes of finite dimensional simple central algebras over $K$. If $L$ is any
overfield of $K$, we have a natural map $\text{Br}(K) \to \text{Br}(L)$ which associates to every algebra $A$
over $K$ its tensor product $A \otimes L$ which is an algebra over $L$. The kernel of this map is
denoted by $\text{Br}(L|K)$; its consists of those algebra classes in $\text{Br}(K)$
which are split by the field $L$. Thus we have an exact sequence

$$0 \to \text{Br}(L|K) \to \text{Br}(K) \to \text{Br}(L).$$

If $L|K$ is a Galois extension with group $G$ then we have a natural isomorphism

$$\text{Br}(L|K) = H^2(G, L^\times)$$

which is obtained via the theory of crossed products. If in addition
$L|K$ is cyclic we have

$$H^2(G, L^\times) = H^0(G, L^\times) = K^\times/NL^\times.$$

Thus the fact that every element in $K$ is a norm from $L$ is equivalent
to the fact that the map $\text{Br}(K) \to \text{Br}(L)$ is an injection. We have therefore:

**Corollary XVIa.** The natural map $\text{Br}(F_K(Q)) \to \text{Br}(F_L(q))$ is injective.

Now let us consider the commutative diagram

$$
\begin{array}{ccc}
F_K(Q) & \to & F_L(q) \\
K \uparrow & & \uparrow L \\
F_K(Q) & \to & F_L(q)
\end{array}
$$

where the maps denote field inclusions. It induces a commutative diagram

$$
\begin{array}{ccc}
\text{Br}(F_K(Q)) & \to & \text{Br}(F_L(q)) \\
\uparrow & & \uparrow \\
0 & \to & \text{Br}(L|K) \to \text{Br}(K) \to \text{Br}(L)
\end{array}
$$

We know that the upper horizontal map is injective. On the other
hand, the right vertical map is injective since $F_L(q)$ has a prime divisor
of degree 1 over $L$ (see [15]). It follows that

$$0 \to \text{Br}(L|K) \to \text{Br}(K) \to \text{Br}(F_K(Q))$$

is exact. Hence:

**Corollary XVIb.** An algebra in $\text{Br}(K)$ is split by $F_K(Q)$ if and only
if it is split by $L$.

If $K$ is locally compact, local class field theory shows that $\text{Br}(L|K)$
is cyclic of order $\pi$; it follows that the group of algebras in $\text{Br}(K)$
which is split by $F_K(Q)$ is cyclic, its order being the index of $F_K(Q)$.
This result has been proved, for arbitrary function fields over locally
compact fields, in our earlier paper [16].

§ 6. Elliptic subfields and isogenies

We are going to determine the elliptic subfields of the fields of
periodic and semi-periodic functions.

We begin with the field $F_K(q)$ of periodic functions. First, we shall
exhibit a series of elliptic subfields of $F_K(q)$ and establish their relevant
properties. Then we shall prove that our construction yields all elliptic
subfields of $F_K(q)$.

An element $\bar{q} \in K^\times$ with $0 < |\bar{q}| < 1$ is called commensurable with
$q$ if there exist integers $d, m \neq 0$ such that

$$\bar{q}^d = q^m.$$  

(71)

This condition means that $\bar{q}$ has finite order $\mod q$.

Assume that $\bar{q}$ is commensurable with $q$ and let us fix a pair of
integers $d, m \neq 0$ satisfying (71). Consider the map

$$\mu_m : \bar{f}(X) \to \bar{f}(X^m) \quad (\bar{f} \in F_K(q)).$$

This is a $K$-isomorphism of $F_K(\bar{q})$ into the field of meromorphic
functions. Its image field is contained in $F_K(q)$. For, every $\bar{f} \in F_K(\bar{q})$
satisfies the functional equation

$$\bar{f}(q^{-m}X) = \bar{f}(X)$$

since $q^m$ is a power of $\bar{q}$. Substituting $X \to X^m$ we obtain

$$\bar{f}(q^{-m}X^m) = \bar{f}(X^m)$$

which says that $\bar{f}(X^m)$ is stable under the translation $X \to q^{-1}X$. That is, $\bar{f}(X^m) \in F_K(q)$. 

It will be convenient to use the notation $F_K(q|X)$ instead of $F_K(q)$ in order to indicate the variable $X$ by which the functions $f(X) \in F_K(q|X)$ are defined.

Then the image field of $\mu_m$ is to be denoted by $F_K(\bar{q}|X^m)$ and we have proved that

$$F_K(\bar{q}|X^m) \subset F_K(q|X)$$

whenever $\bar{q}$ is commensurable with $q$ and $m \neq 0$ is divisible by the order of $q \bmod \bar{q}$.

We have

$$\mu_m = \mu_m\epsilon$$

where

$$\epsilon : f(X) \rightarrow f(X^{-1})$$

is the reflection automorphism of $F_K(\bar{q}|X)$ as defined in § 3. This shows that

$$F_K(\bar{q}|X^m) = F_K(q|X^m).$$

Hence, in order to study the elliptic fields $F_K(\bar{q}|X^m)$ we may assume $m > 0$.

XVII. Let $\bar{q}$ be commensurable with $q$ and let $m > 0$ be a multiple of the order of $q \bmod \bar{q}$. Then:

(i) The degree of $F_K(q|X)$ over $F_K(\bar{q}|X^m)$ is $d_m$, where $d > 0$ is determined by the equation (71).

(ii) The degree of inseparability of $F_K(q|X)$ over $F_K(\bar{q}|X^m)$ equals the largest power $p'$ of the characteristic $p$ of $K$ which divides $m^2$. The maximal separable intermediate field is $F_K(q^{p'}|X^{p'})$.

(iii) The automorphism group of $F_K(q|X)$ over $F_K(\bar{q}|X^m)$ is isomorphic to the factor group $U/q$ where $U \subseteq K^\times$ consists of all elements $u \in K^\times$ with $u^m = 1 \bmod \bar{q}$. More precisely, the automorphisms of $F_K(q|X)$ over $F_K(\bar{q}|X^m)$ are the translations $\tau_u$ with $u \in U$.

(iv) The field extension $F_K(q|X)$ over $F_K(\bar{q}|X^m)$ is Galois if and only if the following conditions are satisfied:

$m \equiv 0 \bmod p$;

$K$ contains the $m$-th roots of unity;

$q$ is an $m$-th power in $K$.

1) Similarly, $M_K(X)$ now denotes the field of meromorphic functions over $K$ in the variable $X$.

2) If char $(K) = 0$ then we put $p = p' = 1$.

Proof.

(i) From (72) it follows

$$F_K(\bar{q}|X^m) \subset F_K(q^m|X^m) \subset F_K(q|X).$$

We show that the lower extension has degree $d$ while the upper extension has degree $m$.

By means of the map $X \rightarrow X^m$, the lower extension is isomorphic to the extension

$$F_K(\bar{q}|X) \subset F_K(q^m|X).$$

Consider the translation

$$\tau_q : f(X) \rightarrow f(q^{-1}X)$$

which, by definition, has $F_K(q|X)$ as its field of fixed elements. As an automorphism of $F_K(q^m|X)$ the translation $\tau_q$ has order $d$ since $q$ has order $d \bmod \bar{q}^m$ in view of (71). From Galois theory we conclude therefore that

$$\text{the extension (75) is cyclic of degree } d.$$

Now we consider the upper extension (74); we shall exhibit explicitly a basis of $m$ elements.

The theta function $\Theta(X)$ defined in § 2 will now be denoted by $\Theta(q|X)$ in order to indicate the period $q$ by which it is defined. From formula (9) in § 2 we conclude that the functions

$$u_i(q|X) = X^{-i}\Theta(q^{m+i}|X^m) \Theta(q^m|X^m)$$

(0 ≤ $i$ < $m$)

satisfy the functional equation

$$u_i(q|q^{-1}X) = q^{-i}X^m - u_i(q|X) = u_i(q|X).$$

That is,

$$u_i(q|X) \in F_K(q|X).$$

On the other hand, the $u_i$ form a basis of $M_K(X)$ over $M_K(X^m)$. For, they are obtained from $X^{-i}$ by multiplication with elements in $M_K(X^m)$, and the $X^{-i}$ (0 ≤ $i$ < $m$) obviously form a basis of $H_K(X)$ over $H_K(X^m)$, hence also of $M_K(X)$ over $M_K(X^m)$.
It follows: every function \( f(X) \in M_K(X) \) admits a unique representation
\[
 f(X) = \sum_{0 \leq i < m} f_i(X^m) u_i(q | X)
\]
with coefficients \( f_i(X^m) \in M_K(X^m) \). We obtain:
\[
 f(q^{-1}X) = \sum_{0 \leq i < m} f_i(q^{-m}X^m) u_i(q | X)
\]
and conclude: \( f(X) \in F_K(q | X) \) if and only if all the coefficients \( f_i(X^m) \in F_K(q^m | X^m) \). This means that the \( m \) functions \( u_i(q | X) \) indeed form a basis of \( F_K(q | X) \) over \( F_K(q^m | X^m) \).

At the same time we have seen that
\[
 M_K(X^m) \cap F_K(q | X) = F_K(q^m | X^m).
\]

(ii) From (77) we see that the \( m \)-th powers of the basic functions \( u_i(q | X) \) are functions of \( X^m \), hence they are contained in \( F_K(q^m | X^m) \) in view of (78). Therefore, if \( m \equiv 0 \mod p \) we conclude that \( F_K(q | X) \) is separable over \( F_K(q^m | X^m) \) while if \( m = p^r \) then it is purely inseparable. In general, we infer from (72) that
\[
 F_K(q^m | X^m) \subset F_K(q^p | X^p) \subset F_K(q | X)
\]
and from what we have said above, the upper extension is purely inseparable of degree \( p^r \) while the lower extension is separable of degree \( m/p^r \). As to the extension
\[
 F_K(q | X^m) \subset F_K(q^m | X^m),
\]
this is separable in view of (76).

(iii) If \( u \in U \) then \( u^m \) is a power of \( \bar{q} \), hence
\[
 \bar{f}(u^{-m}X^m) = \bar{f}(X^m)
\]
if \( \bar{f}(X^m) \in F_K(\bar{q} | X^m) \). It follows that \( \tau_u : X \mapsto u^{-1}X \) leaves the functions in \( F_K(\bar{q} | X^m) \) fixed. It remains to show that every automorphism of \( F_K(q | X) \) over \( F_K(\bar{q} | X^m) \) is such a translation \( \tau_u \).

First, assume that \( U \) contains the group \( W_m \) of \( m \)-th roots of unity and also an \( m \)-th root \( \bar{q} \) of \( \bar{q} \). Then
\[
 U = \langle \bar{q} \rangle \times W_m
\]
where \( \langle \bar{q} \rangle \) denotes the infinite cyclic group generated by \( \bar{q} \). From (71) it follows
\[
 q = \bar{q}^d w
\]
with \( w \in W_m \). Since \( W_m \) has the order \( m/p^r \) it follows that \( U/\bar{q} \) has order \( d m/p^r \); this is therefore the order of the group of translations \( \tau_u \) with \( u \in U \). On the other hand, it follows from (i) and (ii) that \( d m/p^r \) is the separability degree of \( F_K(q | X) \) over \( F_K(\bar{q} | X^m) \). From Galois theory, we conclude that the \( \tau_u \) with \( u \in U \) form the whole group of automorphisms of \( F_K(q | X) \) over \( F_K(\bar{q} | X^m) \).

In general, let \( L \) be a finite algebraic extension of \( K \) containing the \( m \)-th roots of unity and an \( m \)-th root of \( \bar{q} \). Every automorphism of \( F_K(q | X) \) over \( F_K(\bar{q} | X^m) \) extends uniquely to an automorphism of \( F_L(q | X) \) over \( F_L(\bar{q} | X^m) \) and hence is a translation \( \tau_v \) where \( v \in L^X \) is such that \( v^m = 1 \mod \bar{q} \). From (77) we infer that
\[
 u_i(q | v^{-1}X) = v^i X^{-1} \Theta(q^{m} | v^{m}q^{-i}(X^m) / \Theta(q^{m} | v^{m}X^m).
\]
The left hand side is contained in \( F_K(q | X) \) since \( \tau_v \) extends an automorphism of \( F_K(q | X) \). On the other hand, since \( v^m \) is a power of \( \bar{q} \), the quotient of theta functions on the right hand side is a meromorphic function defined over \( K \). It follows that \( v^i \in K \); taking \( i = 1 \) we see that \( v \in K \), i.e. \( v \in U \).

(iv) The condition \( m \equiv 0 \mod p \) means that \( F_K(q | X) \) is separable over \( F_K(\bar{q} | X^m) \) in view of (ii). Assume this to be the case. Then \( F_K(q | X) \) is a Galois extension of \( F_K(\bar{q} | X^m) \) if and only if the order of \( U/\bar{q} \) equals the degree \( d m \); this follows from (iii). From (71), this condition is equivalent to the condition that \( U/\bar{q} \) should have order \( m^2 \). By definition of \( U \), this means that \( \bar{q} \) is an \( m \)-th power in \( K \) and that the \( m \)-th roots of unity are in \( K \). QED.

XVIII. Every elliptic subfield \( E \) of \( F_K(q | X) \) is of the form \( E = F_K(\bar{q} | X^m) \) where \( \bar{q} \) is commensurable with \( q \) and \( m > 0 \) is a multiple of the order of \( q \mod \bar{q} \). Here, \( \bar{q} \) is uniquely determined as the period of \( E \) while \( m \) is determined as the largest integer such that every function in \( E \) can be written as a function in \( X^m \).

Proof. Let \( p^r \) denote the degree of inseparability of \( F_K(q | X) \) over \( E \) and let \( E' / E \) be the maximal separable subextension. Then \( F_K(q | X) \) is purely inseparable of degree \( p^r \) over \( E' \). On the other hand, \( F_K(q | X) \) is separably generated over \( K \) and hence it contains only one subfield over which it is purely inseparable of degree \( p^r \). From XVII (ii) we conclude therefore
\[
 E' = F_K(q^{p^r} | X^{p^r}).
\]
After replacing \( F_K(q \mid X) \) by \( F_K(q^n \mid X^m) \) we may therefore assume that \( F_K(q \mid X) \) is separable over \( E \).

Consider the algebraic closure \( \Omega \) of \( K \) and the corresponding constant field extensions \( F_\Omega(q \mid X) \) and \( E \Omega \). From the general algebraic theory of elliptic function fields we now use the fact that \( F_\Omega(q \mid X) \), being separable over its elliptic subfield \( E \Omega \), is a Galois extension of \( E \Omega \), the Galois group consisting of translations (see e.g. [4], p. 206). Accordingly, let \( V \subset \Omega^\times \) be the subgroup containing \( q \) such that \( V/q \) is isomorphic, by means of \( v \to \tau_v \), to the Galois group of \( F_\Omega(q \mid X) \) over \( E \Omega \). Then \( V/q \) is finite; hence \( V \) is a finitely generated abelian group of rank one and therefore is of the form

\[
V = \langle \tilde{q} \rangle \times W_m
\]

where \( \tilde{q} \in \Omega^\times \) is of infinite order and \( W_m \) is the group of roots of unity contained in \( V \), of order \( m \). Since \( q \in V \) we have

\[
q = \tilde{q}^d w
\]

with \( w \in W_m \) and \( 0 \neq d \in \mathbb{Z} \); after replacing \( \tilde{q} \) by \( \tilde{q}^{-1} \) if necessary we may assume \( d > 0 \) which implies \( 0 < |\tilde{q}| < 1 \). If we put

\[
\tilde{q} = \tilde{q}^m
\]

then we have

\[
q^m = \tilde{q}
\]

which shows that \( \tilde{q} \) is commensurable with \( q \) and that \( m > 0 \) is a multiple of the order of \( q \) mod \( \tilde{q} \).

Let \( L \) be a finite algebraic extension of \( K \) containing \( V \). Then the translations \( \tau_v \) \( (v \in V) \) are defined over \( L \) and their field of fixed elements, within \( F_L(q \mid X) \), is \( EL \).

On the other hand, we have \( \tilde{q} \in L \) and hence \( F_L(\tilde{q} \mid X^m) \) is defined. According to XVII (iv), the field \( F_L(q \mid X) \) is a Galois extension of \( F_L(q \mid X^m) \), the Galois group consisting of the translations \( \tau_v \) with \( v \in V \). We conclude:

\[
EL = F_L(q \mid X^m).
\]

In particular, the absolute invariant \( j_E \) of \( E \) equals the absolute invariant \( j(\tilde{q}) \) of \( F_L(q \mid X^m) \). Since \( j_E \in K \) we have therefore \( j(\tilde{q}) \in K \); from VII (§ 3) we conclude that \( \tilde{q} \in K \). Hence \( F_K(q \mid X^m) \) is defined and it is a subfield of \( F_K(q \mid X) \). Intersecting both sides of (79) with

\[
F_K(q \mid X), \quad \text{we obtain}
\]

\[
E = F_K(q \mid X^m).
\]

In particular, \( E \) is \( K \)-isomorphic to \( F_K(q \mid X) \) which shows that \( \tilde{q} \) is uniquely determined as the period of \( E \) (cf. VII, § 3). It remains to prove the uniqueness assertion with respect to \( m \).

So let \( k > 0 \) be any integer such that \( E \subset M_K(X^k) \). From (78) it follows that

\[
E \subset F_K(q^k \mid X^k) \subset F_K(q \mid X).
\]

The upper extension has degree \( k \) by XVII (i). Hence \( k \) is bounded by the degree of \( F_K(q \mid X) \) over \( E \). Also it is immediate that

\[
M_K(X^k) \cap M_K(X^m) = M_K(X^t) \quad \text{where} \quad t = \text{lcm} (k, m).
\]

Hence, if \( k \) is the largest integer such that \( E \) is contained in \( M_K(X^k) \) then \( m/k \) and

\[
E \subset F_K(q^k \mid X^k) \subset F_K(q^m \mid X^m).
\]

We have to show that \( k = m \).

We have proved in (76) that \( F_K(q^m \mid X^m) \) is a cyclic extension of \( E = F_K(\tilde{q} \mid X^m) \) of degree \( d \). Therefore, \( F_K(q^k \mid X^k) \) is the unique intermediate field over which \( F_K(q^m \mid X^m) \) has degree \( \frac{k}{m} \). On the other hand, it follows from (72) and from XVII (i) that

\[
F_K(\tilde{q}^k \mid X^m)
\]

is another such intermediate field. It follows:

\[
F_K(q^k \mid X^k) = F_K(\tilde{q}^k \mid X^m)
\]

and therefore

\[
q^k = \tilde{q}^k = q^m
\]

hence

\[
l = \frac{m^2}{k}, \quad k = m.
\]

QED.

If \( E/K \) and \( F/K \) are elliptic function fields then an isogeny from \( E \) to \( F \) is defined to be a \( K \)-isomorphism \( \mu \) from \( E \) into \( F \); the field degree \(|F: \mu E|\) is called the degree of \( \mu \). If \( F = F_K(q) \) then we con-
clude from XVIII that such an isogeny exists if and only if $E$ is $K$-isomorphic to $F_{K}(q)$ where $q \in K^{\times}$ is commensurable with $q$. If this is so, i.e., if $E = F_{K}(q)$, then the image of any isogeny $\mu : E \to F$ is a field $F_{K}(q) / [q^{m}]$ with $m > 0$ being divisible by the order of $q \mod q$. Hence $\mu$ has the same image field as the isogeny $\mu_{m}$ defined by $X \to X^{m}$. Therefore, $\mu = \mu_{m} \lambda$ with $\lambda$ an automorphism of $E$. If $\lambda$ is not a translation, then $\lambda = e \tau$ where $\tau$ is a translation and $e$ is the reflection automorphism of $E$, given by $X \to X^{-1}$. (See formula (61) of the appendix.) We have $\mu_{m} e = \mu_{-m}$ according to (73). Hence:

**Corollary XVIIIa.** If $E | K$ is any elliptic function field then there exists an isogeny from $E$ to $F_{K}(q)$ if and only if $E$ is $K$-isomorphic to $F_{K}(q)$ with $q$ being commensurable to $q$.

If $q$ is commensurable with $q$, then for every integer $m \neq 0$ divisible by the order of $q \mod q$ there exists an isogeny $\mu_{m} : F_{K}(q) \to F_{K}(q)$ which is given by $X \to X^{m}$. The degree of $\mu_{m}$ is $d_{m}$ where $d$ is determined from the equation (71). Every isogeny from $F_{K}(q)$ to $F_{K}(q)$ is of the form $\mu_{m} \tau$ with $m$ as above, where $\tau$ is a translation of $F_{K}(q)$.

Every isogeny $\mu : E \to F$ defines by transposition a map $\mu^{*} : D(F) \to D(E)$ of the respective divisor groups. Explicitly, $\mu^{*}$ is given by the formula

$$\mu^{*}(m) = \mu^{-1} N_{\mu}(m) \quad (m \in D(F))$$

where $N_{\mu}$ stands for the norm operator from $F$ to the image field $\mu E$. If $p$ is a prime divisor of degree 1 of $F | K$ then $N_{\mu}(p)$ is the prime divisor of degree 1 of $\mu E$ which is induced by $p$; thus $\mu^{*}p$ is given by the formula

$$\tilde{f}(\mu^{*}p) = (\mu \tilde{f})(p) \quad (\tilde{f} \in E).$$

The divisor map $\mu^{*} : D(F) \to D(E)$ preserves the degree of divisors and maps principal divisors onto principal divisors; hence it defines a map

$$\mu^{*} : C^{0}(F) \to C^{0}(E)$$

of the respective divisor class groups of degree 0. This latter map is called the **multiplier** from $C^{0}(F)$ to $C^{0}(E)$ defined by $\mu$.

If $F = F_{K}(q)$ and $E = F_{K}(\bar{q})$ with $\bar{q}$ commensurable to $q$ then every multiplier from $C^{0}_{K}(q)$ to $C^{0}_{K}(\bar{q})$ is of the form $\mu_{m}^{*}$ with $m$ as in the above corollary; this is because translations act trivially on

the divisor class group of degree 0. Applying the Jacobian isomorphisms

$$\Phi_{\bar{q}} : C^{0}_{K}(q) \approx K^{\times}/q \quad \Phi_{q} : C^{0}_{K}(\bar{q}) \approx K^{\times}/\bar{q}$$

we may regard $\mu_{m}^{*}$ as a map

$$\mu_{m}^{*} : K^{\times}/q \to K^{\times}/\bar{q}.$$ As such it can be described as the $m$-th **power map**

$$\mu_{m}^{*}(a) = a^{m} \mod \bar{q} \quad (a \in K^{\times} \mod \bar{q}).$$

To see this, let $a \equiv \Phi_{\bar{q}}(c) \mod \bar{q}$ with $c \in C^{0}_{K}(q)$. Then $c \sim p_{a} - p_{1}$ where $p_{a}$ and $p_{1}$ are prime divisors of degree 1 of $F_{K}(q)$. Accordingly, if $\mu_{m}^{*} p_{a} = \bar{p}_{a}^{m}$ then (80) yields

$$\tilde{f}(\mu_{m} \tilde{f})(a) = \tilde{f}(a^{m}) \quad (\tilde{f} \in F_{K}(q)).$$

Hence

$$b = a^{m} \mod \bar{q}.$$

It follows

$$\mu_{m}^{*}(p_{a}) = \bar{p}_{a}^{m}$$

$$\mu_{m}^{*}(c) \sim \bar{p}_{a}^{m} - \bar{p}_{1}$$

$$\Phi_{\bar{q}}(\mu_{m}^{*}c) = a^{m} \mod \bar{q}$$

which is our contention (81).

Let us apply these considerations to the case $q = q$. The multiplicators of $C^{0}_{K}(q)$ are then given by $a \to a^{m} (m \neq 0)$ or, what means the same, by $c \to mc (c \in C^{0}_{K}(q))$. That is, they are the natural **multipliers** of the abelian group $C^{0}_{K}(q)$. Here, $m$ ranges over the integers $\neq 0$. Thus the ring $M_{K}(q)$ generated by the multiplicators is equal to $\mathbb{Z}$, when considered as natural multiplicators of $C^{0}_{K}(q)$.

This statement remains true if we replace $K$ by any finite algebraic field extension $L$ of $K$.

In general, if $F | K$ is any elliptic function field, the multiplicators of $C^{0}(F | K)$ generate a ring which is denoted by $M(F | K)$ and called the **ring of multipliers** of $F | K$. If $F L | L$ is any constant field extension of $F | K$ then we have a natural imbedding $M(F | K) \subseteq M(F L | L)$; the union of the rings $M(F L | L)$ is denoted by $M(F | L)$ and called the ring of multipliers of $F$. It is already the union of the $M(F L | L)$ where $L$ ranges over the finite algebraic extensions of $K$.

---

1) $\bar{p}_{a}$ denotes the prime of $F_{K}(\bar{q})$ belonging to $b \in K^{\times}$ in the sense of § 2.
If \( M(F) = \mathbb{Z} \) then \( F \) is said to have no complex multiplication. We can therefore say:

**Corollary XVIIIb.** The field \( F_K(q) \) does not have complex multiplication.

As a consequence, we can prove the following statement:

Let \( K \) be an arbitrary field (not necessarily local) and \( F \mid K \) be an elliptic function field over \( K \). If \( F \mid K \) has complex multiplication then its absolute invariant \( j \) is absolutely integral; that is, \( j \) is a zero of a polynomial whose coefficients are integral multiples of \( 1 \in K \) and whose highest coefficient is 1.

**Proof.** Let \( K_0 \) be the prime field of \( K \). If \( j \) is not absolutely integral then either \( j \) is transcendental over \( K_0 \) or \( \text{char} \, (K) = 0 \) and \( j \) is an algebraic but not an integral number; in any case, there exists a non-archimedean, discrete valuation of \( K_0(j) \) such that \( |j| > 1 \). This valuation can be extended to a real valued valuation of \( K \). Now note that, in order to show that \( F \) has no complex multiplication, we may extend \( K \) arbitrarily and replace \( F \) by the corresponding constant field extension. After replacing \( K \) by its completion with respect to the above valuation we may therefore assume that \( K \) is complete. Again, after replacing \( K \) by its algebraic closure and then by the completion of it we may assume that \( K \) is complete and algebraically closed. Now, since \( |j| > 1 \), it follows from VIIIa in § 3 that \( F = F_K(q) \) for some \( q \in K \); hence \( F \) has no complex multiplication according to corollary XVIIIb.

QED.

The above statement is of course well known from the general theory of complex multiplication. Our aim was to show that it is an immediate consequence of our general and elementary theory of periodic functions.

Now we turn to the fields of semi-periodic functions. If \( F \) is such a field, recall that \( F \) is described by its period \( q \) and its character invariant \( \chi \), according to § 4.

**XIX.** Let \( F \mid K \) be an elliptic function field admitting the period \( q \), and let \( \chi \) denote its character invariant.

(i) Every elliptic subfield \( E \) of \( F \) admits a period \( \bar{q} \in K \), and \( \bar{q} \) is commensurable with \( q \).

(ii) Let \( \bar{q} \in K \) with \( 0 < |\bar{q}| < 1 \) be an arbitrary element which is commensurable with \( q \). The elliptic subfields \( E \subset F \) with \( \bar{q} \) as their period correspond 1 — 1 to the integers \( m > 0 \) which are divisible by the order of \( q \mod \bar{q} \).

If \( E \) belongs to \( m \) in this correspondence, then \( [F : E] = dm \) where \( d \) is determined from

\[
(81a) \quad q^m = \bar{q}^d.
\]

The character invariant \( \bar{\chi} \) of \( E \) is given by

\[
\bar{\chi} = \chi^d.
\]

The integer \( m \) is characterized by the property that \( E \) is contained in an elliptic subfield \( E' \subset F \) admitting the period \( q^m \), and that \( m \) is maximal with this property.

**Proof.** From XI (§ 4) we know that \( F \) is \( K \)-isomorphic to a field of semi-periodic functions; we may identify \( F \) with such a field. That is, if \( L = K_\beta \) is the minimal algebraic splitting field of \( F \), if \( \sigma \) is the generating automorphism of \( L \mid K \) defined by

\[
(82) \quad \chi(\sigma) = \exp \left( \frac{2\pi i}{n} \right), \quad n = [L : K],
\]

and if \( Q \in L \) is a suitable element with

\[
N_{L \mid K}(Q) = q
\]

then \( F \) is identified with the field of fixed elements in \( F_L(q) \) of the automorphism \( \tau_0 \sigma \). The constant field extension \( F_L \) equals \( F_L(q) \).

The constant field extension \( EL \) is an elliptic subfield of \( F_L(q) \). From XVIII (applied to \( L \)) we conclude that

\[
(83) \quad EL = F_L(\bar{q} \mid X^m)
\]

where \( \bar{q} \) is commensurable with \( q \) and \( m > 0 \) divisible by the order of \( q \mod \bar{q} \). In particular, we see that \( EL \) admits the period \( \bar{q} \). Hence the absolute invariant \( j_E = j(\bar{q}) \). Since \( j_E \in K \) we conclude from § 3 that \( \bar{q} \in K \).

It follows that \( \sigma \) induces in \( F_L(\bar{q} \mid X^m) \) an automorphism, its field of fixed elements being \( F_K(\bar{q} \mid X^m) \). On the other hand, \( \tau_0 \) induces in \( F_L(\bar{q} \mid X^m) \) an automorphism, and this is given by \( X^m \to Q^{-m} X^m \). For clarity, we write \( Y = X^m \), and see that the automorphism induced by
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\[ \tau_0 \text{ in } F_L(\bar{q} | Y) \text{ is the translation } \tau_0 \alpha \text{ with respect to the variable } Y. \]
The field of fixed elements of \( \tau_0 = \sigma \) in \( F_L(\bar{q} | Y) \) is

\[ F_L(\bar{q} | Y) \cap F = EL \cap F = E. \]

The characteristic cocycle (in the sense of § 4) of the field \( E \) is therefore given by

\[ \xi : \sigma \rightarrow \tau_0 \alpha \]

Since \( \tau_0 \alpha \) is a translation, it follows that \( E \) admits \( F_{E}(\bar{q} | Y) \) as its Jacobian function field; that is, \( E \) has the period \( \bar{q} \). This proves (i).

Conversely, let \( \bar{q} \) as in (ii) and let \( m > 0 \) be divisible by the order of \( q \mod \bar{q}^k \). Then \( F_L(\bar{q} | X^m) \) is a subfield of \( F_L(q | X) \); let \( E \) denote the field of fixed elements in \( F_L(\bar{q} | X^m) \) of the automorphism induced by \( \tau_0 \alpha \). Then \( E \subseteq F \) and \( E \cdot \bar{q} = F_L(\bar{q} | X^m) \); as above it follows that \( E \) admits the period \( \bar{q} \). We have

\[ [F : E] = [F_L : E \cdot \bar{q}] = [F_L(\bar{q} | X) : F_L(\bar{q} | X^m)] = d m \]

according to XVII (i). The character invariant \( \bar{\chi} \) of \( E \) is obtained by the procedure explained in § 4: First we have to regard the characteristic cocycle \( \bar{\xi} \) of \( E \) as a map from the Galois group of \( L | \bar{q} \) to \( K^* \bar{q} \); in view of (84) this gives

\[ \bar{\xi}(\sigma) = Q^m \mod \bar{q}. \]

Secondly, we have to apply the map \( \epsilon_q : K^* \bar{q} \rightarrow W \) defined by formula (50) § 4; this gives the character invariant \( \bar{\epsilon} = \epsilon_{\bar{q}^k} \); and from (85) we obtain

\[ \bar{\xi}(\sigma) = \exp \left( 2\pi i \frac{\log |Q^m|}{\log |\bar{q}|} \right). \]

Using (81a) and the fact that \( |Q^m| = |q| \) we see that

\[ \bar{\xi}(\sigma) = \exp \left( 2\pi i \frac{d}{m} \right) = \chi(\sigma)^d; \]

hence

\[ \bar{\xi} = \chi^d. \]

Finally, if we put

\[ E' = F \cap F_L(q^m | X^m) \]

then \( E \subseteq E' \) and the above considerations (applied to \( E' \)) show that \( E' \) admits the period \( q^k \). Conversely, assume that \( E' \) is any subfield of \( F \) containing \( E \) and that \( E' \) admits a period \( q^k \) which is a power of \( q \); we have to show that \( k \leq m \). Now, \( E' \cdot \bar{q} \) is a subfield of \( F_L = F_L(q | X) \) admitting the period \( q^k \); hence from XVIII we have \( E' = F_L(q^k | X^m) \) with \( s > 0 \); since \( E \subseteq E' \cdot \bar{q} \) we conclude that the functions in \( E \cdot \bar{q} \) can be written as functions of the variable \( X^m \). Now, \( E \cdot \bar{q} = F_L(q | X^m) \) and therefore we conclude from XVIII that \( k \leq m \), hence \( k \leq m \).

In fact, we have \( k \leq m \) and therefore \( k \leq m \). Q.E.D.

In the proof we have seen that the elliptic subfields \( E \subseteq F \) correspond 1 to 1 to those elliptic subfields \( E \subseteq F_L(q | X) \) which have a period \( \bar{q} \in K \). We have not only the degree formula \( [F : E] = [F_L : E \cdot \bar{q}] \) but the same formula holds also for the degree of inseparability. If \( \tau_0 \) is any automorphism of \( F_L = F_L(q | X) \) over \( E \) then it induces an automorphism in \( F \) if and only if \( \tau_0 \) commutes with \( \tau_0 \alpha \); this means that \( \tau_0 \) commutes with \( \sigma \), i.e. \( u \in K \). Hence from XVII we deduce the following.

**Corollary XIXa:** Let \( F \) be as in XIX and let \( E \subseteq F \) be an elliptic subfield, admitting the period \( \bar{q} \) and belonging to \( m \) in the sense of XIX. Then:

(i) The degree of inseparability of \( F | E \) is \( p^r \), the maximal \( p \)-power dividing \( m \).

(ii) The group of automorphisms of \( F | E \) is isomorphic to \( U(q) \), where \( U \subseteq K^* \) consists of all \( u \in K^* \) such that \( u^m \equiv 1 \mod \bar{q} \).

(iii) \( F | E \) is a Galois extension if and only if the following conditions are satisfied:

\[ m \equiv 0 \mod p; \]

\[ K \text{ contains the } m\text{-th roots of unity;} \]

\[ \bar{q} \text{ has an } m\text{-th root in } K. \]

Now we ask: which subfields \( E \) of \( F \) have a prime divisor of degree 1, i.e. split over \( K \)? This is the case if and only if \( \bar{\xi} = 1 \) which by XIX means \( \bar{\xi} = 1 \); i.e. \( d \equiv 0 \mod m \). Since \( d \) is in any case a multiple of the order \( r \) of \( \bar{q} \mod q \), we conclude that \( d \) is divisible by the least common multiple \( d_0 = \text{lcm}(m, r) \).

Let \( d = d_0 \cdot s \) with \( s > 0 \). If \( m_0 \) is determined from

\[ q^{m_0} = \bar{q}^s \]

then we see that \( m = m_0 \cdot s \). Thus \( E \) splits over \( K \) if and only if the integer \( m \) belongs to \( E \) is divisible by \( m_0 \).

In particular, the field \( E_0 \subseteq F \) of period \( \bar{q} \) and belonging to \( m_0 \) splits over \( K \). From XVIII (applied to \( \bar{q} \) instead of \( q \)) we infer that
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$E_a$ contains for every integer $s > 0$ one and only one subfield $E'$ which is $K$-isomorphic to $E_a$ and such that $[E_0 : E'] = s^3$. Now, $E'$ is a subfield of $F$ of period $q$ and $[F : E'] = d_0 m_0 s^3 = dm$; from XIX we conclude that $E' = E$ belongs to $m = m_0 s$. Hence:

Corollary XIX b: Let $F$ be as in XIX, and let $\tilde{q} \in K$ be commensurable with $q, 0 < |\tilde{q}| < 1$. There exists one and only one maximal elliptic subfield $E_0$ of $F$ which has period $\tilde{q}$ and splits over $K$. The degree $[F : E_0]$ is $d_0 n_0$ where $d_0$ is the least common multiple of the order $n$ of the character invariant $\chi$ of $F$, and of the order $r$ of $\tilde{q}$ mod $n$; the integer $m_0$ is then determined from (86).

Taking $\tilde{q} = q$, we have in particular:

Corollary XIX c: There is one and only one maximal elliptic subfield $E_0 \subset F$ which is $K$-isomorphic to the Jacobian function field $F_K(q)$ of $F$. The degree of $F|E_0$ is $n^2$.

If in corollary XIX b we try to find subfields $E_0$ in $F$ with $[F : E_0] = n$ we have to solve $d_0 n_0 = n$ which gives $d = n$ (since $n|d_0$) and $m_0 = 1$, hence $q = \tilde{q}^n$ in view of (86). It follows:

Corollary XIX d: The degree of $F$ over any elliptic subfield which splits over $K$ is divisible by $n$. There exist such subfields $E_0$ with $[F : E_0] = n$ if and only if $q$ is an $n$-th power in $K$; if this is so then these fields $E_0$ are in $1 - 1$ correspondence with the $n$-th roots of $q$ in $K$ which are their respective periods; also, $F|E_0$ is then a cyclic extension.

The last assertion follows from statement (ii) in corollary XIX a.

Appendix: On the algebraic theory of elliptic function fields

In this appendix, $K$ may be an arbitrary field. § A 1 contains the definition of the absolute and the Hasse invariant for an elliptic function field $F|K$ which has a prime divisor of degree $1$; for reasons of simplicity we deal with the Hasse invariant in the case $j \neq 0, 12^3$ only which suffices for these notes. In § A 2 the absolute and the Hasse invariant (in case $j \neq 0, 12^3$) will be defined for an arbitrary elliptic function field $E|K$ which may not have a prime divisor of degree $1$. The notion of Jacobian field is introduced and the connection to Galois cohomology is given; in particular the cohomological invariant of an elliptic function field is defined.

§ A 1. Fields with a prime divisor of degree $1$

Let $F|K$ be an elliptic function field having a prime divisor $p$ of degree $1$. By the Riemann-Roch theorem, there exists an element $x \in F$ having $2p$ as its pole divisor, and an element $y \in F$ having $3p$ as its pole divisor. The 7 elements $1, x, y, x^2, xy, x^2, y^2$ are $K$-linearly dependent since their pole divisors divide $6p$. Hence there is a relation of the form

$$y^2 + (ux + v)y = a_0 x^3 + a_1 x^2 + a_2 x + a_3$$

with coefficients $u, v, \ldots, a_3 \in K$.

The elements $x, y$ are determined by our conditions up to the substitutions

$$x \rightarrow \alpha x + \alpha' \quad y \rightarrow \beta y + \beta' x + \beta''$$

with coefficients in $K$ and $\alpha, \beta \neq 0$.

Since $a_0 \neq 0$, we may apply the substitution

$$x \rightarrow a_0 x \quad y \rightarrow a_0 y$$

and thus assume that $a_0 = 1$. 

§ A1. Fields with a prime divisor of degree 1

If char \((K) = 2\) we may apply the substitution
\[
\begin{align*}
x & \rightarrow x \\
y & \rightarrow 2y + (ux + v)
\end{align*}
\]
and thus transform the equation (1) into the form
\[
y^2 = 4x^3 + b_1x^2 + b_2x + b_3
\]
where
\[
\begin{align*}
b_1 &= 4a_1 + u^2 \\
b_2 &= 4a_2 + 2uv \\
b_3 &= 4a_3 + v^2.
\end{align*}
\]
If, furthermore, char \((K) = 3\) we may apply the substitution
\[
\begin{align*}
x & \rightarrow x + \sqrt{3}b_1 \\
y & \rightarrow y
\end{align*}
\]
and thus transform the equation (3) into Weierstraß normal form
\[
y^2 = 4x^3 - g_2x - g_3
\]
where
\[
\begin{align*}
g_2 &= \sqrt[3]{r}b_1^2 - b_2 \\
g_3 &= -\frac{1}{2}b_1^3 + \sqrt[3]{r}b_1b_2 - b_3.
\end{align*}
\]
In this case, the absolute invariant \(j\) is defined by the classical formula
\[
j = 12^2 \frac{g_2^3}{A}
\]
where
\[
A = g_2^3 - 27g_3^2 \neq 0
\]
is essentially the discriminant of the cubic polynomial on the right hand side of (6); if \(e_1, e_2, e_3\) are the roots of that polynomial, we have
\[
A = 4^3 \prod_{1 < i < j} (e_i - e_j)^3.
\]
The only substitutions (2) preserving the type of normal form (6) are of the form
\[
\begin{align*}
x & \rightarrow \alpha x \\
y & \rightarrow \beta y \quad \text{with } \alpha^3 = \beta^2;
\end{align*}
\]
then we have
\[
\alpha = \lambda^2, \quad \beta = \lambda^3
\]
with \(\lambda \in K, \lambda \neq 0\). Under these substitutions, the \(g_2, g_3\) are changed as follows:
\[
\begin{align*}
g_2 \rightarrow \lambda^4 g_2 \\
g_3 \rightarrow \lambda^6 g_3
\end{align*}
\]
which shows that \(j\), as defined by (8), remains unchanged. Thus \(j\) does not depend on the choice of the generators \(x, y\) according to our conditions. It also does not depend on the choice of the prime \(\mathfrak{p}\) of degree 1 since it is well known that for any two prime divisors \(\mathfrak{p}, \mathfrak{p}'\) of degree 1 of \(F|K\) there is an automorphism of \(F\) transforming \(\mathfrak{p}\) into \(\mathfrak{p}'\).

If \(j \neq 0, 12^2\), i.e. if \(g_2, g_3 \neq 0\) then (12) shows that the element \(g_2g_3^{-1} \in K^\times\) is changed by a square in \(K^\times\) only, i.e. its class modulo squares is an invariant of \(F|K\). This invariant has been introduced by Hasse [9]. In our context it is convenient to normalize the Hasse invariant of \(F|K\) by the additional factor \(-1/4\). We define:
\[
\gamma = -\frac{1}{2} \frac{g_2}{g_3} \mod K^\times \quad (\text{char } (K) = 2, 3; \ j \neq 0, 12^2).
\]
The factor \(-\frac{1}{4}\) is chosen such that the analytic fields discussed in this paper have Hasse invariant 1. If \(j = 0\) or \(j = 12^2\) then also a Hasse invariant can be defined, but since this is in general not of quadratic character, and since we will not have use for it in this paper, we shall not discuss this case here.

If an element \(\gamma \in K^\times\) representing the Hasse invariant of \(F|K\) is given, then the generators \(x, y\) of \(F|K\) can be chosen in such a way that their defining relation is of Weierstraß normal form (6) with
\[
g_2 = -2\gamma g_3;
\]
now from (8) we see that
\[
g_3 = -\frac{1}{8\gamma^2} \frac{27j}{j - 12^3}.
\]
This shows that we can find a Weierstraß normal form for \(F|K\) in which the coefficients \(g_2, g_3\) are universally expressible in terms of \(j\).

1) This latter remark applies as well to the cases char \((K) = 2\) or 3 which are discussed below.
and \( \gamma \). Hence \( F|K \) is uniquely determined, up to \( K \)-isomorphisms, by its absolute invariant \( j \) and its Hasse invariant \( \gamma \).

Conversely, if \( j = 0 \), \( 12^a \) and \( \gamma = 0 \) are given elements in \( K \), then we define \( g_2, g_3 \) by means of (15), (14) and we see that the Weierstraß normal equation (6) defines an elliptic function field \( F|K \), which has a prime of degree 1 (namely the pole of \( x \) and \( y \)), and whose absolute and Hasse invariants are \( j \) and \( \gamma \) respectively.

The foregoing definitions of \( j \) and \( \gamma \) work only if char \( (K) = 2, 3 \) since otherwise the Weierstraß normal form (6) may not be achieved. If char \( (K) = 2 \) then we may consider the normal form (3) and define \( j \) by means of the formula

\[
(16) \quad j = \frac{(b_1^2 - 12b_3)^3}{A}
\]

where

\[
(17) \quad 16A = b_1^2 b_2^2 + 72b_1 b_2 b_3 - 16b_2^2 - 4b_1^2 b_3 - 16 \cdot 27b_3^2.
\]

If char \( (K) = 2, 3 \) we obtain the same \( j \) as in (8) in view of the transformation formulas (7). If char \( (K) = 3 \) then (16) reduces to

\[
(18) \quad j = \frac{b_1^2}{b_2} - 
\]

The only substitutions (2) which preserve the type of normal form (3) are

\[
(19) \quad x \rightarrow \alpha x + \alpha', \quad y \rightarrow \beta y \quad \text{with} \quad \alpha^2 = \beta^2;
\]

it is clear from our discussion that under the corresponding substitutions of the \( b_1, b_2, b_3 \) the rational function on the right hand side of (16) remains unchanged, since this is so in characteristic \( \neq 3 \) and hence is a universal property of that rational function. That is, also in characteristic 3 the definition (18) of \( j \) gives an invariant of \( F|K \).

From (18) we see that \( j = 0 \) in characteristic 3 if and only if \( F|K \) can be generated by elements whose defining relation is in Weierstraß normal form. Now assume \( j = 0 \) and char \( (K) = 3 \). Then the substitution

\[
(20) \quad x \rightarrow x - \frac{b_2}{b_1} \quad y \rightarrow y
\]

transforms the equation (3) into the form

\[
(21) \quad y^2 = x^3 + b_1 x^2 + b_2
\]

with

\[
(22) \quad b_3' = \frac{b_3^2}{b_1^2} - \frac{b_2^2}{b_1} + b_2.
\]

This may be regarded as a substitute of the Weierstraß normal form for characteristic 3 and \( j = 0 \).

Using this normal form, we have

\[
(23) \quad j = -\frac{b_2^3}{b_3^2}.
\]

The only substitutions (2) preserving the type of normal form (21) are of the form (10); hence we have (11) and the \( b_1, b_2' \) are changed according to the formulas

\[
(24) \quad b_1 \rightarrow \beta^2 b_1, \quad b_2' \rightarrow \beta^2 b_2'.
\]

In particular, we see that the class of \( b_1 \) modulo \( K^{x^2} \) is an invariant, which we define to be the Hasse invariant of \( F|K \):

\[
(25) \quad \gamma \equiv b_1 \mod K^{x^2} \quad \text{(char \( (K) = 3, j = 0 \)).}
\]

(we do not define \( \gamma \) if \( j = 0 \)).

By the way, we obtain the same formula if we substitute (7) into (13), clear denominators and reduce modulo 3. Note that this formula depends only on the normal form (3) and does not require the transformation onto normal form (21).

If an element \( \gamma \in K^x \) representing the Hasse invariant of \( F|K \) is given, then the generators \( x, y \) can be chosen such that \( \gamma = b_1 \); now we see from (23) that \( b_2 = -\gamma^3/j \) which shows that \( F|K \) is uniquely determined, up to \( K \)-isomorphisms, by its absolute invariant \( j \) and its Hasse invariant \( \gamma \).

Conversely, if \( j = 0 \) and \( \gamma = 0 \) are given elements in \( K \), then we define a function field \( F|K \) by the defining equation

\[
\gamma^2 = x^3 + \gamma x^2 - \frac{\gamma^2}{j}
\]

and obtain an elliptic function field \( F = \mathbb{K}(x, y) \) which has a prime of degree 1 and whose absolute and Hasse invariants are \( j \) and \( \gamma \) respectively.

We have still to discuss the case char \( (K) = 2 \). In this case, the normal form (3) can never be achieved, since such an equation defines a field of genus 0 over the algebraic closure of \( K \). Hence we have to consider defining relations of type (1).
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Let us return for a moment to the case char $(K) = 2$, and consider generators $x$, $y$ of $F|K$ whose defining relation is of type (1) with $a_6 = 1$, i.e.

$$y^2 + (ux + v)y = x^3 + a_1 x^2 + a_2 x + a_3.$$  
(26)

If we substitute the expressions (4) into (16), then we obtain $j$ as a rational function of $u$, $v$, $a_1$, $a_2$, $a_3$. It is easily verified that the denominator 16 which appears formally in view of (17) cancels out so that we have obtained an expression of $j$ as a quotient of two integral polynomials in $u$, $v$, $a_1$, $a_2$, $a_3$. The substitutions (2) which preserve the form (26) $(a_6 = 1)$ are those for which $\beta^2 = x^2$. It is clear from our discussion that under the corresponding substitutions of $u$, $v$, $a_1$, $a_2$, $a_3$ the rational function just described does not change. Since this is a formal property, it holds also in characteristic 2. Hence we may define the absolute invariant universally for every characteristic as this rational function in $u$, $v$, $a_1$, $a_2$, $a_3$.

If $\text{char} (K) = 2$ this reduces to

$$j = \frac{u^{12}}{A},$$  
(27)

with

$$A = a_2^4 u^4 + a_2 u^6 + a_2 u^5 v + u^3 v^3 + a_1 u^4 v^3 + v^4 = 0.$$  
(28)

Note that, from what we have said above, $u$, $v$ are not both zero. If $u = 0$ then $j = 0$. If $u \neq 0$ then the substitution

$$x \to u^{-3}(ux + v),$$  
$$y \to u^{-2} y$$
transforms (26) into an equation of the form

$$y^2 + x y = x^3 + A x^2 + B x + C$$  
(29)

and we have

$$j = \frac{1}{A},$$  
(30)

where

$$A = B^2 + C.$$  
(31)

Now the substitution

$$x \to x$$  
$$y \to y + B$$
transforms (29) into an equation of the form

$$y^2 + x y = x^3 + A x^2 + C'$$  
(32)

with

$$C' = C + B^2.$$  
(33)

We may regard (32) as a substitute for the Weierstraß normal form if $\text{char} (K) = 2$ and $j \neq 0$.

The only substitutions (2) which preserve this type of normal form are

$$x \to x,$$  
$$y \to y + \beta' x;$$  
(34)

thereby $A$ is changed as follows:

$$A \to A + \beta'^2 + \beta' = A + \pi(\beta')$$  
(35)

where we put

$$\pi(z) = z^2 + z.$$  

This shows that the additive class of $A$ modulo $\pi(K^+)$ is an invariant of $K$, which we define to be the Hasse invariant:

$$\gamma = A \mod \pi(K^+) \quad (\text{char} (K) = 2; \ j \neq 0).$$  
(36)

(We do not define $\gamma$ if $j = 0$.) Note that this formula depends on the normal form (29) only and does not require the transformation onto (32).

If an element $\gamma \in K^+$ representing the Hasse invariant is given then (35) shows that we can choose $x$, $y$ in such a way that

$$A = \gamma, \quad C' = \frac{1}{j},$$

so that $F|K$ is uniquely determined, up to $K$-isomorphisms, by $j$ and $\gamma$.

Conversely, if an element $j \neq 0$ in $K$ and $\gamma \in K$ are given, then the equation

$$y^2 + x y = x^3 + \gamma x^2 + \frac{1}{j}$$  
(37)

defines a function field $F = K(x, y)$ which is elliptic, has a prime of degree 1, and its invariants are $j$ and $\gamma$.

We have now defined $j$ and $\gamma$ (in the case $j \neq 0, 12^2$) for arbitrary characteristic and shown that $F|K$ is uniquely determined by $j$ and $\gamma$. 
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Remark 1: If \( F/K \) can be generated by elements \( x, y \) satisfying an equation of the type
\[
y^2 + xy = x^3 + Bx + C
\]
then we have for any characteristic:
\[
j = \frac{(1-48B)^3}{A}
\]
where
\[
A = B^2 - C - 64B^3 + 72BC - 432C^2.
\]
For, in characteristic 2 this reduces to (30), (31); in characteristic \( \pm 2 \) the substitution
\[
\begin{align*}
x &\rightarrow x, \\
y &\rightarrow 2y + x
\end{align*}
\]
transform (38) into
\[
y^2 = 4x^3 + x^2 + b_2x + b_3
\]
where, according to (4):
\[
b_2 = 4B, \quad b_3 = 4C;
\]
substituting this into (16), (17) we obtain indeed (39), (40).

The formula for the Hasse invariant in the case of an equation (38) is:
\[
\begin{align*}
\gamma &= \frac{1-48B}{1-72B + 864C} \mod K^{\times 2} \quad \text{if char} \; (K) = \pm 2, \\
\gamma &= 0 \mod \pi(K^+) \quad \text{if char} \; (K) = 2.
\end{align*}
\]
This is clear if char \( (K) = 2 \) (viz. (36)); if char \( (K) = \pm 2 \) we use the substitution (41) and see from (43) that our formula is equivalent to
\[
\gamma \equiv \frac{1 - 12b_2}{1 - 18b_3 + 216b_4} \mod K^{\times 2}
\]
which is true if char \( (K) = 3 \) in view of (25); if char \( (K) = \pm 2, 3 \) we use the substitution (5) (with \( b_1 = 1 \)) to transform (42) into Weierstraß normal form (6) and see from (7) that our formula is equivalent to
\[
\gamma \equiv \frac{12g_1}{-216g_3} \mod K^{\times 2}
\]
which is true in view of (13).

Remark 2: If \( K \) is separably algebraically closed, then \( K^{\times 2} = K^{\times} \) (if char \( (K) = \pm 2 \)) and \( \pi K^+ = K^+ \) (if char \( (K) = 2 \)). We conclude that the Hasse invariant of an elliptic function field \( F/K \) is always trivial; hence the absolute invariant \( j \) of \( F/K \) is sufficient to characterize \( F \) up to \( K \)-isomorphisms.

In this statement, we had to assume that \( j \neq 0, 12^3 \) since otherwise we had not defined the Hasse invariant. However, a more detailed discussion shows in the exceptional cases that \( F = K(x, y) \) with the following defining relations:
\[
\begin{align*}
y^2 &= 4x^3 - 1 & \text{if char} \; (K) = \pm 2, 3 \text{ and } j = 0, \\
y^2 &= 4x^3 - x & \text{if char} \; (K) = \pm 2 \text{ and } j = 12^3, \\
y^2 + y &= x^3 & \text{if char} \; (K) = 2 \text{ and } j = 0.
\end{align*}
\]

It follows that our statement above remains true also in the exceptional cases.

Remark 3: Let \( L/K \) be any extension field with the corresponding constant field extension \( FL \) of \( F \). If \( x, y \) are generators of \( F/K \) then they are also generators of \( FL/L \) and their defining relation over \( L \) is the same as their defining relation over \( K \). We conclude:

(i) \( F/K \) and \( FL/L \) have the same absolute invariant;

(ii) The Hasse invariant of \( FL/L \) is the image of the Hasse invariant of \( F/K \) under the natural map
\[
K^{\times 2}/K^{\times} \rightarrow L^{\times}/L^{\times} \text{ resp. } K^+/\pi K^+ \rightarrow L^+/\pi L^+.
\]

Here, \( F/K \) is an elliptic function field with a prime of degree 1; in statement (ii) we have to assume moreover that the absolute invariant \( j \) of \( F/K \) is \( \neq 0, 12^3 \). Let \( F'/K \) be another such field with absolute invariant \( j' \); if \( F \) and \( F' \) become isomorphic over \( L \) (i.e. if \( FL/L \) and \( F'L/L \) are \( L \)-isomorphic) we conclude from (i) that necessarily \( j = j' \). If \( L \) is separably closed, then this condition is also sufficient in view of remark 2. For arbitrary \( L \), the necessary and sufficient condition is \( j = j' \) and \( \gamma, j, j' \in L^{\times} \) (resp. \( \gamma - j, j' \in \pi L^+ \)) where \( \gamma, j \) are the Hasse invariants of \( F/K \) and \( F'/K \) respectively.

The latter condition means that \( L \) contains the field \( K\left(\frac{1}{\pi} (\gamma - j')\right) \) which is a separable extension of degree 2 if \( \gamma \equiv j' \mod K^{\times 2} \) (resp. \( \mod \pi K^+ \)). We conclude:

If \( F \) and \( F' \) become isomorphic over some field extension \( L \) of \( K \), then \( j = j' \). If this is so, then they become isomorphic over the separable
algebraic closure $\Sigma$ of $K$. Moreover, among all the field extensions $L|K$ over which $F$ and $F'$ become isomorphic, there is a unique minimal one, namely the field $K\left(\sqrt[2]{\gamma'}/\gamma\right)$ (resp. $K\left(\frac{1}{\gamma}(\gamma - \gamma')\right)$); this is separable of degree 2 if $F$ and $F'$ are not K-isomorphic.

In the last sentence, we have of course to assume that $j \neq 0, 12^2$. In fact, this statement does not remain true in the exceptional cases in general.

**Remark 4:** The consideration of normal forms, as given above, leads to the following

**Lemma:** Let $F|K$ be an elliptic function field with a prime $\varphi$ of degree 1, and let $j$ be its absolute invariant. If $j \neq 0, 12^2$ then there is only one non-trivial automorphism $\varepsilon$ of $F|K$ which leaves $\varphi$ fixed.

**Proof.** We choose generators $x, y$ of $F|K$ such that $x, y$ have pole divisors $2\varphi, 3\varphi$ respectively. We may assume that their defining relation over $K$ is of Weierstrass normal form (6) if char $(K) = 2, 3$, of normal form (21) if char $(K) = 3$, of normal form (32) if char $(K) = 2$. In any case, since $\varepsilon(\varphi) = \varphi$, the elements $\varepsilon(x), \varepsilon(y)$ also have the pole divisors $2\varphi, 3\varphi$ respectively and therefore

$$
\varepsilon(x) = \alpha x + \alpha' ,
$$

$$
\varepsilon(y) = \beta y + \beta' x + \beta''
$$

with $\alpha, \beta \neq 0$. Moreover, since $\varepsilon$ is an automorphism, the defining relation of $\varepsilon(x), \varepsilon(y)$ over $K$ coincides with that of $x, y$. In particular, the defining relation of $\varepsilon(x), \varepsilon(y)$ has the same type of normal form as we have chosen for $x, y$. If char $(K) = 2, 3$, we conclude that the substitution

$$
(x \rightarrow \varepsilon(x), \ y \rightarrow \varepsilon(y))
$$

is of the form (10), and that according to (12) we have

$$
g_2 = \lambda^2 g_2 , \ g_3 = \lambda^3 g_3 .
$$

Since $j \neq 0, 12^2$ we have $g_2, g_3 \neq 0$ and it follows $\lambda^2 = \alpha = 1$ hence

$$
\varepsilon(x) = x .
$$

If char $(K) = 3$ we again conclude that the substitution (46) is of the form (10); according to (24) we have

$$
b_1 = \lambda^2 b_1
$$

and since $b_1 \neq 0$ (because $j \neq 0$) it follows again $\lambda^2 = \alpha = 1$, i.e. (47). If char $(K) = 2$ then the substitution (46) is of the form (34) and we have (47) again.

In any case, we have seen that $\varepsilon$ leaves $x$ and hence the field $K(x)$ elementwise fixed. That is, $\varepsilon$ is the non-trivial automorphism of the separable quadratic extension $F|K(x)$. By the way, we have

$$
\varepsilon(y) = -y \text{ if char } (K) = 2,
$$

$$
\varepsilon(y) = y + x \text{ if char } (K) = 2 .
$$

If $j = 0$ or $j = 12^2$ then the lemma is false in general.

§ A2. Arbitrary elliptic fields

Now let $E|K$ be an arbitrary elliptic function field; we do not assume that it has a prime divisor of degree 1.

To define the absolute invariant of $E|K$, let $L$ be a splitting field of $E$. Then $EL$ has a prime divisor of degree 1 over $L$, and the absolute invariant $j_L$ of $EL|L$ is defined as an element of $L$, according to § A1. We claim that $j_L \in K$, and that it does not depend on the choice of the splitting field $L$.

If $L \subset L'$ then $j_L = j_{L'}$ according to remark 3 of § A1. Applying this remark twice, we conclude that $j_L = j_{L'}$ whenever the splitting fields $L, L'$ of $E$ are contained in a common extension field $\Lambda$.

Now let $E_1$ be a field which is $K$-isomorphic to $E$. As always, the corresponding constant field extension of $E$ will be denoted by $EE_1$. More precisely: $EE_1$ is the quotient field of the tensor product $E \otimes E_1$ over $K$, where we identify $E$ with the first factor and $E_1$ with the second.

Every $K$-isomorphism $\varphi: E \rightarrow E_1$ extends uniquely to an $E_1$-homomorphism $E \otimes E_1 \rightarrow E_1$ and it is well known that the corresponding local ring is a valuation ring of $EE_1$. The corresponding prime divisor $\varphi_\ast$ of $EE_1|E_1$ is of degree 1, its residue class field being $E_1$.

Hence $E_1$ is a splitting field of $E$. In particular, $j_{E_1} \in E_1$ is defined.

Given any splitting field $L$ of $E$, we may imbed $E_1$ and $L$ into a common overfield $\Lambda$ in such a way that $E_1$ and $L$ are linearly disjoint over $K$; this can be done for instance by defining $\Lambda$ to be the quotient field of $E_1 \otimes L$ over $K$, and identifying $E_1$ with the first and $L$ with
the second factor of this tensor product. We then have \( j_{E_1} = j_L \) according to the remark above. Hence

\[ j_{E_1} = j_L \in E_1 \cap L = K \]

which shows, firstly, that \( j_L \in K \) and, secondly, that \( j_L \) does not depend on the choice of the splitting field \( L \).

This being shown, we may now write \( j \) instead of \( j_L \) and define \( j \) to be the absolute invariant of \( E \mid K \). By definition, the absolute invariant does not change if we apply an arbitrary constant field extension. If \( E \mid K \) has a prime divisor of degree 1 then our definition coincides with that in § A1.

To define the Hasse invariant of \( E \mid K \), we now assume \( j = 0 \), 12a according to our procedure in § A1. Then, if \( L \) is any splitting field of \( E \), the Hasse invariant \( \gamma_L \) of \( E \mid L \) is defined in § A1. This is an element in \( L \mid L^{\times} \) if char \(( K ) = 2 \) and in \( L^+ \mid L^{+} \) if char \(( K ) = 2 \).

We claim that there exists a unique element \( \gamma \in K \times K^{\times} \) such that \( \gamma_L \) is the image of \( \gamma \) under the canonical map \( K \times K^{\times} \to L \times L^{\times} \), for every splitting field \( L \) of \( E \); if char \(( K ) = 2 \) one has to replace the multiplicative square factor group by the additive \( \pi \)-factor group in this statement.

In the following proof of this statement, we use the multiplicative notation belonging to the case char \(( K ) = 2 \); it is to be understood that the proof remains valid in the case of characteristic 2 after switching from the multiplicative to the additive notation.

Let \( E_1 \) be a field which is \( K \)-isomorphic to \( E \). We know from above that \( E_1 \) splits \( E \), hence \( \gamma_{E_1} \) is defined. Let \( \Omega \) denote the algebraic closure of \( K \); then \( \Omega \) splits \( E \) too and hence \( \gamma_\Omega \) is defined; it is clear that \( \gamma_\Omega = 1 \) since \( \Omega \) is algebraically closed.

Both \( \Omega \) and \( E_1 \) are contained in \( A = E_1 \Omega \), the field compositum of \( E_1 \) with \( \Omega \). We know from § A1 (remark 3) that \( \gamma_{E_1} \) maps onto \( \gamma \) under the natural map \( E_1^+ \mid E_1^{\times} \to A \times A^{\times} \). On the other hand, we know from the same source that \( \gamma_{E_1} \) is the image of \( \gamma_\Omega = 1 \) under the natural map \( \Omega \times \Omega^{\times} \to A \times A^{\times} \). We conclude that \( \gamma_{E_1} \) has the image 1 in \( A \times A^{\times} \). From this it follows that \( \gamma_{E_1} \) is the image of some \( \gamma \in K \times K^{\times} \).

For, consider the field \( H = E_1(\sqrt{\gamma_{E_1}}) \), which we may assume to be of degree 2 over \( E_1 \) since otherwise \( \gamma_{E_1} = 1 \) and we may take \( \gamma = 1 \). We have

\[ H \Omega = E_1(\sqrt{\gamma_{E_1}}) \cdot \Omega = A(\sqrt{\gamma_{E_1}}) = A = E_1 \Omega \]

since \( \gamma_{E_1} \) is a square in \( A \). We conclude that \( H \) and \( \Omega \) are not linearly disjoint over \( K \), hence \( H \) is not a regular extension of \( K^{\prime} \).

Since \( H \mid E_1 \) is separable and \( E_1 \mid K \) is regular, hence separable, it follows that \( K \) is not algebraically closed in \( H \). Let \( K' \) be the algebraic closure of \( K \) in \( H \). Then \( E_1 \equiv E_1 K' \), hence \( E_1 K' = H \). Since \( E_1 \mid K \) is regular it follows

\[ [K' : K] = [H : E_1] = 2 \]

Moreover, \( K' \) is separable over \( K \) since \( K' \subset H \). Therefore, \( K' = K(\sqrt{\gamma}) \) with some \( \gamma \in K \times K^{\times} \). We now have

\[ H = E_1(\sqrt{\gamma_{E_1}}) = E_1(\sqrt{\gamma}) \]

which shows that

\[ \gamma_{E_1} = \sqrt{\gamma} \]

(50)

In other words, \( \gamma_{E_1} \) is the image of \( \gamma \) under the map \( K \times K^{\times} \to E_1^+ \mid E_1^{\times} \).

Moreover, \( \gamma \) is uniquely determined by this property. For, if \( \gamma' \) also maps onto \( \gamma_{E_1} \), then \( \gamma' \gamma^{-1} \) is a square in \( E_1 \); since \( K \) is algebraically closed in \( E_1 \), it follows that it is a square already in \( K \), hence \( \gamma' = \gamma \).

Now let \( L \) be an arbitrary splitting field of \( E \). Consider the independent field compositum \( E_1 L \). We know that \( \gamma_{E_1} \) and \( \gamma_{E_1 L} \) are defined and that \( \gamma_{E_1} \) maps onto \( \gamma_{E_1 L} \) under the natural map \( L^{\times} \mid L^{\times} \to (E_1 L)^{\times} \). Moreover, \( \gamma_{E_1} \) is uniquely determined by this property; this follows as above from the fact that \( L \) is algebraically closed in \( E_1 L \).

The commutative field diagram

\[ \begin{array}{c}
E_1 \rightarrow E_1 L \\
\uparrow \quad \uparrow \\
K \rightarrow L
\end{array} \]

leads to a corresponding commutative diagram of the square factor groups. If we chase \( \gamma \in K \times K^{\times} \) through the upper path of the diagram then it first maps onto \( \gamma_{E_1} \) (by definition of \( \gamma \)) which in turn maps onto \( \gamma_{E_1 L} \) (by § A1, remark 3). Hence, if we let \( \gamma \) go through the lower path then it maps first onto some element \( \gamma' \) in \( L^{\times} \mid L^{\times} \) which then is mapped onto \( \gamma_{E_1 L} \). From what we have said above, we conclude

\[ \gamma' = \gamma_{E_1} \]

That is, \( \gamma_{E_1} \) is the image of \( \gamma \).

1 A field extension \( H \mid K \) is called regular if it is separable and if \( K \) is algebraically closed in \( H \). This is equivalent to saying that \( H \) is linearly disjoint over \( K \) to every algebraic field extension of \( K \).
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We have proved:

(51) Let \( E_1 | K \) be a field extension isomorphic to \( E \). Then there is a unique element \( \gamma \in K^{x} | K^{x^2} \) whose image in \( E_1^{x} | E_1^{x^2} \) is the Hasse invariant \( \gamma_{E_1} \); if \( L | K \) is an arbitrary splitting field of \( E \) then the image of \( \gamma \) in \( L^{x} | L^{x^2} \) is the Hasse invariant \( \gamma_{L} \). (If \( \text{char}(K) = 2 \) one has to replace the multiplicative square factor group by the additive \( \pi \)-factor group in this statement).

Now we define this \( \gamma \) to be the Hasse invariant of \( E | K \). By definition, it is an element of \( K^{x} | K^{x^2} \) if \( \text{char}(K) \neq 2 \) and of \( K^{x^2} / \pi K^{x^2} \) if \( \text{char}(K) = 2 \). If \( L | K \) is an arbitrary extension, then the Hasse invariant of \( EL | L \) is the image of the Hasse invariant of \( E | K \). If \( E | K \) has a prime of degree 1 then our definition coincides with that of § A.1. Note that we have not defined the Hasse invariant if \( j = 0 \) or \( 12^3 \); these exceptional cases will also be excluded in the following discussion.

Given an elliptic function field \( E | K \), with absolute invariant \( j \) and Hasse invariant \( \gamma \), we now define the Jacobian function field of \( E \) to be the elliptic field \( F | K \), having a prime divisor of degree 1, whose absolute and Hasse invariants coincide with those of \( E | K \). We have shown in § A.1 that there exists such a field \( F | K \), and that it is uniquely determined up to \( K \)-isomorphisms. If \( E \) itself has a prime divisor of degree 1, then \( F = E \).

Using (51), we see that \( F \) is uniquely determined by the following condition:

(52) \( F | K \) has a prime divisor of degree 1, and the constant field extensions \( FE_1 \) and \( EE_1 \) are \( E_1 \)-isomorphic.

Also we have:

(53) For any splitting field \( L \) of \( E \), the constant field extensions \( FL \) and \( EL \) are \( L \)-isomorphic.

If \( L | K \) is an arbitrary extension then \( FL \) is the Jacobian field of \( EL \). That is, the notion of the „Jacobian field” is preserved by constant field extensions.

---

\(^{1}\) In can be shown that also in the exceptional cases \( j = 0 \) or \( 12^3 \) there exists a unique field \( F | K \) having the property (52), and that (53) holds for this field. This field is then defined as the Jacobian function field of \( E \). In fact, this is what is usually done by defining the Jacobian field in the context of „principal homogeneous spaces”.
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Connection with Galois cohomology

Now let \( F | K \) be a given elliptic function field with a prime divisor of degree 1. We want to describe those elliptic function fields \( E | K \) which admit \( F | K \) as their Jacobian field.

Since \( E | K \) is separably generated, it has at least one (and, in fact, infinitely many) prime divisors \( p \) whose residue class field is separable over \( K \). Let \( L \) denote a Galois extension of \( K \) containing the residue class field of \( p \). Then \( p \) has in \( EL | L \) at least one prime divisor of degree 1, as follows from the general theory of constant field extensions. Hence \( L \) is a splitting field of \( E \). We see therefore, that \( E \) has splitting fields \( L \) which are Galois extensions of \( K \).

In the following, let us fix such an \( L \). Of course we could take for \( L \) the maximal Galois extension of \( K \), namely the separable algebraic closure \( \Sigma \) of \( K \). However, it seems advisable, in the following considerations, to admit an arbitrary Galois extension \( L \).

If \( E \) has \( F \) as its Jacobian field, then \( EL \) and \( FL \) are \( L \)-isomorphic; after identifying \( E \) with its image under such an isomorphism, we may assume that

(54) \( EL = FL \).

We now ask: if \( E | K \) is any elliptic function field with the property (54); under what condition is \( F \) the Jacobian field of \( E \), i. e. under what condition do \( E \) and \( F \) have the same Hasse invariant?

The answer will be given in terms of Galois cohomology.

Let \( G \) be the Galois group of \( L | K \). Every automorphism \( \sigma \in G \) extends uniquely to an automorphism \( \sigma_F \) of \( FL | F \). Let us identify \( \sigma = \sigma_F \). Thus \( G \) becomes the Galois group of \( FL | F \).

The same remark may be applied to \( E \) instead of \( F \). Thus, \( \sigma_E \) is the automorphism of \( FL = EL \) over \( E \) inducing \( \sigma \) in \( L \). These automorphisms form the Galois group \( G_E \) of \( FL | E \).

Let us put

\[ \zeta_E(\sigma) = \sigma_E \sigma^{-1} \quad (\sigma \in G). \]

This is an automorphism of \( FL \) inducing in \( L \) the identity. Let us denote by \( A \) the automorphism group of \( FL | L \). Thus we have obtained a map

\[ \zeta_E : G \to A; \]

by definition, it satisfies the relation

(55) \[ \zeta_E(\sigma \sigma') = \zeta_E(\sigma) \zeta_E(\sigma')^g \quad (\sigma, \sigma' \in G). \]
Here, $G$ is considered to act on $A$ via the rule
\[ \sigma^x = \sigma \sigma^{-1} \quad (\sigma \in G, \ x \in A). \]

The relation (55) says that $\zeta_E$ is a 1-cocycle in the sense of group cohomology$^1$.

Let us call $\zeta_E$ the characteristic cocycle of $E$ (with respect to $F$ and $L$). It is clear that $E$ is already determined by its cocycle, namely as the field of fixed elements of the automorphisms $\zeta_E(\sigma)\sigma (\sigma \in G)$ of $FL$.

It follows from Galois theory that $E \to \zeta_E$ establishes a 1 — 1 correspondence between the elliptic function fields $E[K]$ satisfying (54) and the set $E^2(\mathfrak{g}, A)$ of 1-dimensional cocycles from $G$ to $A$.

Two such fields $E, E'$ are $K$-isomorphic if and only if their corresponding cocycles are equivalent, i.e. if their exists an automorphism $\alpha \in A$ such that
\[ \zeta_E'(\sigma) = \alpha \zeta_E(\sigma) \alpha^{-1} \quad (\sigma \in G); \]
such an $\alpha$ then induces a $K$-isomorphism
\[ \alpha : E \to E'. \]

The equivalence classes of 1-cocycles $G \to A$ form the cohomology set $H^1(G, A)$. Thus the elements in $H^1(G, A)$ correspond 1 — 1 to the classes of $K$-isomorphic elliptic function fields $E[K]$ with the property (54). In this correspondence, the class of fields $K$-isomorphic to $F$ corresponds to the trivial class, consisting of the cocycles of the form
\[ \alpha x^{-1} \quad (\sigma \in G) \]
for some $\alpha \in A$.

As to the structure of $A$ as a $G$-operator group, this can be described as follows:

Let $p_1$ be a fixed prime of degree 1 of $E|K$ which we regard as a prime of degree 1 of $FL|L$. Let $A_1$ be the group of those automorphisms in $A$ which leave $p_1$ fixed. From § A1 (remark 4) we know that $A_1$

\[ (57) \quad \sigma \epsilon \sigma^{-1} = \epsilon \quad (\sigma \in G). \]

For, since $p_1$ is already a prime of degree 1 of $E|K$ (and not only of $FL|L$) we have
\[ (58) \quad \sigma(p_1) = p_1 \quad (\sigma \in G) \]
hence
\[ \sigma \epsilon \sigma^{-1}(p_1) = \sigma \epsilon(p_1) = \sigma(p_1) = p_1 \]
and therefore (57) holds.

Formula (57) says that $A_1$ is a $G$-permissible subgroup of order 2 of $A$ on which $G$ acts trivially.

According to the general theory of elliptic function fields we have a semi-direct product decomposition
\[ (59) \quad A = A_1 \cdot T \]
where $T$ denotes the normal subgroup of $A$ consisting of the translation automorphisms of $FL|L$. This group $T$ is naturally isomorphic to the group $C^0$ of divisor classes of degree 0 of $FL|L$. If $c \in C^0$, then the corresponding translation automorphism $\tau_c \in T$ has the property
\[ (60) \quad \tau_c(p) \sim p + c \]
for every prime divisor $p$ of degree 1 of $FL|L$ (the symbol $\sim$ denotes equivalence of divisors). The formula (60) describes the action of $\tau_c$ on the prime divisors of degree 1 of $FL|L$; if there are infinitely many$^1$ such prime divisors then $\tau_c$ is uniquely determined, as an automorphism of $FL|L$, by the formula (60). In general, $\tau_c$ is uniquely determined by the property that (60) holds not only in $FL|L$ but also after applying an arbitrary constant field extension to $FL|L$.

In follows from (60) that $T$ acts simply transitively on the set of prime divisors of degree 1 of $FL|L$. That is, if $p$ and $p'$ are two such prime divisors, then there is exactly one $c \in C^0$ such that $p' = \tau_c(p)$; one has to take $c \sim p' - p$. From this we lead immediately to the semidirect decomposition (59).

The action of $\epsilon$ on $C^0$ is given by
\[ \epsilon(c) = -c \quad (c \in C^0) \]

$^1$ More precisely: at least 5.
which is easily verified by means of the explicit description of $\epsilon$ in §A1 (remark 4). We conclude from (60) that
\begin{equation}
\epsilon_{\tau_{\epsilon}} \epsilon^{-1} = \tau_{-\epsilon} = \tau_{\epsilon}^{-1} \quad (\tau_{\epsilon} \in T);
\end{equation}
this formula describes the action of $A_1$ on $T$. From (60) we see immediately that
\begin{equation}
\sigma_{\tau_{\epsilon}} \sigma^{-1} = \tau_{\sigma_{\epsilon}} \quad (\sigma \in G, \tau_{\epsilon} \in T);
\end{equation}
this formula describes the action of $G$ on $T$; in particular, we conclude that $T$ is $G$-permissible.

The statements (59), (61), (57), (62) describe the structure of $A$ as a $G$-operator group:

$A$ is isomorphic to the semi-direct product of $T \cong C^0$ with the group $A_1$ of order 2, the non-trivial element $e$ of $A_1$, acting as the inverse operator on $T$ and $G$ acting trivially on $A_1$.

Now we turn to our original question: Given an elliptic field $E|K$ with the property (54); under what condition does $E|K$ have the same Hasse invariant as $F|K$? That is, under what condition is $F$ the Jacobian field of $E'$?

We claim that this is the case if and only if the characteristic cocycle $\zeta_E: G \to A$ maps $G$ into the translation group $T$. That is to say: if and only if $\zeta_E$ is in fact a cocycle from $G$ to $T$.

Proof. If $K'$ is any field extension of $K$, let us put $L' = K'L$; then $L'|K'$ is a Galois extension whose group $G'$ can be regarded as a subgroup of $G$, namely as the Galois group of $L$ over $K' \cap L$. Also, the group $A$ of automorphisms of $FL|L$ can be regarded as a subgroup of the group $A'$ of automorphisms of $FL'|L'$; in this way, the translation group $T \subset A$ becomes a subgroup of the translation group $T' \subset A'$. We have
\begin{equation}
T = T' \cap A
\end{equation}
which is to say that the notion of „translation automorphism“ is preserved under constant field extensions.

After these identifications it is clear from the definitions that the characteristic cocycle $\zeta_{EK'}$ of the constant field extension $EK'$ (with respect to $FK'$ and $L'$) is obtained from $\zeta_E$ as the restriction from $G$ to its subgroup $G'$. That is,
\begin{equation}
\zeta_{EK'}(\sigma) = \zeta_E(\sigma) \quad (\sigma \in G').
\end{equation}

In particular, if
\begin{equation}
K' \cap L = K
\end{equation}
then $G' = G$ and we conclude
\begin{equation}
\zeta_{EK'} = \zeta_E,
\end{equation}
i.e. the characteristic cocycle does not change if we apply a constant field extension, provided (64) holds.

Also, we infer from (63) that $\zeta_{E}: G \to A$ maps $G$ into $T$ if and only if $\zeta_{EK'}: G \to A'$ maps $G$ into $T'$.

This being said, let us take $K' = E_1$, a field which is $K$-isomorphic to $E$. Then (64) is satisfied, so that the foregoing remarks are applicable. Moreover, we know from (52) that $F$ is the Jacobian field of $E$ if and only if $FE_1$ is $E_1$-isomorphic to $EE_1$. Hence, in order to prove our assertion, we may extend beforehand our ground field $K$ to the new ground field $K' = E_1$. We know that $EE_1|E_1$ has a prime divisor of degree 1.

We now change notation, writing again $E|K$ and $FL|L$ instead of $EE_1|E_1$ and $EE_1|L$ $E_1|L$, and similarly for $F$. We shall prove our assertion under the additional assumption that $E|K$ has a prime divisor $\rho$ of degree 1.

Under this assumption, to say that $F$ is the Jacobian field of $E$ is equivalent to saying that $F$ is $K$-isomorphic to $E$. This in turn means that the characteristic cocycle $\zeta_E$ splits, i.e.
\begin{equation}
\zeta_E(\sigma) = \alpha \tau_\sigma \quad (\sigma \in G)
\end{equation}
for some $\alpha \in A$. If $\alpha$ is a translation then $\tau_\sigma$ is a translation too (by (62)) and therefore $\zeta_E(\sigma)$ is a translation. Otherwise, it follows from (59) that $\alpha = \epsilon \tau$ with $\tau$ a translation; using (57) and (61) we see that
\begin{equation}
\alpha \tau_\sigma = \epsilon (\tau \tau_\sigma) \epsilon^{-1} = \tau \tau_\sigma
\end{equation}
is a translation, so that again $\zeta_E(\sigma)$ is a translation.

Conversely, assume that $\zeta_E(\sigma)$ is a translation for every $\sigma \in G$. Let $\rho$ be a prime of degree 1 of $E|K$ which exists by assumption; we regard this as a prime of degree 1 of $EL|L$. It is fixed under the automorphisms of $EL|E$:
\begin{equation}
\zeta_E(\sigma) \rho \rho = \rho \quad (\sigma \in G).
\end{equation}

On the other hand, $\rho_1$ is the prime of degree 1 of $F|K$ which leads to the decomposition (59); this is fixed under the automorphisms of $FL|F$:
\begin{equation}
\sigma \rho_1 = \rho_1 \quad (\sigma \in G).
\end{equation}
There is one and only one translation \( \tau \in T \) which maps \( p_1 \) onto \( p \):

\[
\tau p_1 = p.
\]

By inspection one sees that the automorphism

\[
\tau^{-1} \xi_E(\sigma) \tau^\sigma
\]

leaves \( p_1 \) fixed; on the other hand, this is a product of 3 translations and therefore itself a translation; we conclude that this automorphism is the identity. It follows

\[
\xi_E(\sigma) = \tau \tau^\sigma \quad (\sigma \in G)
\]

which shows that the cocycle \( \xi_E \) splits. QED.

We have now seen that the elliptic fields \( E \mid K \) with the property (54), which have \( F \) as their Jacobian field, correspond 1—1 to the 1-dimensional cocycles \( \xi : G \to T \). Note that the group \( T \) is abelian (being isomorphic to \( C^1 \)), hence these cocycles form a group \( Z^1(G, T) \). If two cocycles \( \xi, \xi' \in Z^1(G, T) \) determine the same class in \( H^1(G, T) \) then the corresponding elliptic fields \( E, E' \) are \( K \)-isomorphic; moreover, there is a translation \( \tau \in T \) which maps \( E \) onto \( E' \) (see (56)); the converse is also true. However, \( E \) and \( E' \) may be \( K \)-isomorphic without being \( K \)-isomorphic by a translation; in view of (56) and (61) this means that \( \xi_E \) and \( \xi_E \) determine the same element in \( H^1(G, A) \).

Let us collect our results:

**Proposition:** Let \( F \mid K \) be an elliptic function field with a prime of degree 1; let \( j \) and \( \gamma \) denote its absolute and Hasse invariant \( (j \neq 0, 12^3) \).

Let \( L \mid K \) be a Galois extension with group \( G \), and let \( T \) denote the group of translation automorphisms of \( F \mid L \), considered as a \( G \)-module.

The elliptic function fields \( E \mid K \) which are split by \( L \) and have absolute and Hasse invariant \( j \) and \( \gamma \) respectively, correspond (up to \( K \)-isomorphisms) 1—1 to the pairs \( \zeta, -\zeta \) of mutually inverse elements in \( H^1(G, T) \).

In this statement, \( T \) may be replaced by the group \( C^0 \) of divisor classes of degree 0 of \( F \mid L \), which is \( G \)-isomorphic to \( T \).

If \( \zeta \) belongs to \( E \) in this correspondence then we call \( \zeta \) the cohomological invariant of \( E \) with the understanding that this is determined by \( E \) up to the substitution \( \zeta \mapsto -\zeta \) only. (If \( \zeta \) has order \( \leq 2 \) then \( -\zeta = \zeta \) and thus \( \zeta \) is then uniquely determined by \( E \).)

---

1) We have written the group operation in \( H^1(G, T) \) additively.
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The notes [23] contain the general background of p-adic analysis which we have used.

In [24], appendix A1, the elliptic curves of Tate (as considered here) are described and an isogeny theorem is proved which partly is contained in our theorem XVIII.

The paper [25] is, to be regarded as a complement to [16], mentioned in the introduction and at the end of § 8.