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Abstract. With the help of so called pre-weak functions, we formulate a very general
transformation law for some holomorphic functions on the upper half plane and motivate
the term of a generalized Eisenstein series with real-exponent Fourier expansions. Using
the transformation law in the case of negative integers k, we verify a close connection
between finite cotangent sums of a specific type and generalized L-functions at integer
arguments. Finally, we expand this idea to Eichler integrals and period polynomials for
some types of modular forms.

Introduction

We recall that an elliptic modular form f of weight k P Z for a congruence subgroup
Γ Ă SL2pZq with multiplier system v : Γ Ñ Cˆ is a holomorphic function on the extended
upper half plane tτ P C | Impτq ą 0u Y Q Y t8u, which satisfies the transformation
law

f |kMpτq “ vpMqfpτq.

Here f |kM denotes the usual Petersson slash operator

f |k

ˆ

a b
c d

˙

pτq “ pad´ bcq
k
2 pcτ ` dq´kf

ˆ

aτ ` b

cτ ` d

˙

.

One can show that there are no non-constant modular forms for k ď 0 and that the
spaces MkpΓ, vq are finite-dimensional. A useful tool for computing the exact value of the
dimensions is the Riemann-Roch formula, for more explicit details see for example [6].
Modular forms play an extraordinary important role in many fields of mathematics and
physics such as number theory, geometry and string theory. Also many generalizations of
the classical modular forms have been found, such as Siegel modular forms (see also [1]
and [11]) for matrix valued arguments that transform under congruence subgroups of the
symplectic group Spn; and Hilbert modular forms (for a great introduction, the reader
may wish to consult [10]) that transform under congruence subgroups of SL2pOq, where
O is the ring of integers of a number field K.

Basically, two elementary ideas for constructing modular forms dominate in literature.
One of them uses so called Poincaré series, which give in the simplest case Eisenstein series.
The other one goes via Fourier analysis and quadratic forms. This leads to theta functions.
In [9] a third elementary approach to modular forms was presented. It is based on a class of
very simple functions which we will call weak functions. A weak function ω is a 1-periodic
meromorphic function in the entire plane, which has the following properties:
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(i) All poles of ω are simple and lie in Q.

(ii) The function ω tends to 0 rapidly as the absolute value of the imaginary part in-
creases, so

ωpx` iyq “ Op|y|´Mq

for all M ą 0 as |y| Ñ 8.

By Liouville’s theorem one quickly sees that each weak ω is essentially just a rational
function R P CpXq with (only simple) poles only in roots of unity, such that Rp0q “
Rp8q “ 0. Here we put ωpzq :“ Rpepzqq, where epzq :“ e2πiz. One defines WN to be
the space of weak functions with the property that ωpz{Nq only has poles in Z. We
associate to ω a periodic residue function βωpxq :“ ´2πiresz“xωpzq. Now one can show
the following construction theorem for modular forms for the congruence subgroup

ΓpN1N2q Ă Γ1pN1, N2q :“

"ˆ

a b
c d

˙

P Γ0pN1, N2q

ˇ

ˇ

ˇ
a ” d ” 1 pmod N1N2q

*

.

Theorem 0.1. Let k ě 3 and N1, N2 ą 1 be integers. There is a homomorphism

WN1 bWN2 ÝÑMkpΓ1pN1, N2qq

ω b η ÞÝÑ ϑkpω b η; τq :“
ÿ

xPQˆ
xk´1βηpxqωpxτq.

In the case that k “ 1 and k “ 2 the map stays well-defined under the restriction that the
function z ÞÑ zk´1ηpzqωpzτq is removable in z “ 0.

To any modular form of weight k ě 2, that vanishes in the cusps in τ “ 0 and τ “ i8,
we can associate an Eichler integral. It has the form

Epf ; τq :“ ck

i8
ż

τ

fpzqpz ´ τqk´2dz,

where ck is some normalizing constant. This integral represents a holomorphic and peri-
odic function on the upper half plane and is tied to the so called period polynomial ppf ; τq
of f by the functional equation

Epf ;´1{τq ´ τ 2´kEpf ; τq “ ppf ; τq.

Explicitly, we have a connection to the critical values of the L-function associated to f
by

ppf ; τq “
k´2
ÿ

n“0

ˆ

k ´ 2

n

˙

i1´nΛpf ;n` 1qτ k´2´n.

These period polynomials are very important objects in number theory. For example,
they appear in the context of a conjecture by Delinge-Beilinson-Scholl which makes an
assertion about the nature of values of derivatives of L-functions of Hecke cuspforms f ,
see also [15]. Also, an immediate implication of the Eichler-Shimura isomorphism, see
[14], applied to the period polynomial is Manin’s Periods Theorem [17], which provides
important information about the arithmetic nature of critical L-values. For a detailed
investigation of the values of Eichler integrals at algebraic points, also in the context of
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Ramanujan identities for L-values at integer arguments, see [12]. Finally, a fairly good
introduction to the so called Riemann hypothesis for period polynomials attached to
derivatives of L-functions is given in [5].

In this paper, we will continue the study of the relation between weak functions and
modular forms. We look at a more general class of weak functions, the pre-weak functions,
that are allowed to have poles at real numbers and only have to be bounded as the
imaginary part of the argument tends to ˘8. We collect these functions in the vector
space Wpre. What we get is the following transformation law.

Theorem 0.2 (cf. Theorem 1.4). Let ωb η P Wb

pkq, then we have for all k P Z and τ P H

ϑkpω b η;´1{τq “ τ kϑkpη b´pω; τq ` 2πiresz“0pz
k´1ηpzqpω

´z

τ

¯

q.

Here ω̂pzq “ ωp´zq and Wb

pkq denotes a sufficiently good subspace of Wpre bWpre and is
explained below.

This transformation law is just a straight generalization of a theorem in [9], where modular
forms are constructed with the help of rational functions. A first example of application
of this generalized transformation law is the definition and investigation of generalized
Eisenstein series. These functions can be written as a holomorphic limit of modular forms
and hold a Fourier series

ř

tPRą0
aptqqt with real exponents.

In the case the pre-weak functions ω b η only live on points of finite order, the rational
function at the end of the transformation refers to a period polynomial if k ă 0. It im-
plies that critical values of L-functions attached to Eisenstein series are just residues of
elementary functions.
We motivate this elementary approach to period polynomials by some applications cotan-
gent sums and generalized L-functions that are defined by

Lpω; sq :“
ÿ

xPRą0

βωpxqx
´s.

Here, βω is the 1-periodic coefficient function of the pre-weak function ω. Basically, we
analyze the case ω ” 1, hence 1 b η, in more detail. As a result we give a detailed
description of cotangent sums in terms of L-functions. A (general) cotangent sum is a
finite sum of the form

Cpβ;mq :“
ÿ

0ăxă1

βpxq cotmpπxq,

where of course βpxq is zero everywhere except finitely many points. In case of a character
χ we use the different but more convenient denotation

Cpχ;mq :“
N´1
ÿ

j“1

χpjq cotm
ˆ

πj

N

˙

.

A famous example for a cotangent sum is given in [13] on p. 262:
N´1
ÿ

j“1

cot2
ˆ

πj

N

˙

“
pN ´ 1qpN ´ 2q

3
, N “ 2, 3, ...(0.1)
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Note that the sum is always rational independent of the choice of N . Generally, it turns
out that the arithmetic nature of such cotangent sums is strongly tied with the arithmetic
nature of corresponding L-functions. The key idea is to construct (for fixed ω) a lower
diagonal isomorphism Am P Qmˆm between the spaces ta1Cpβω; 1q`¨ ¨ ¨`amCpβω;mq|aj P

Qu and tb1rL˚pβω; 1q{π ` ¨ ¨ ¨ ` bmrL
˚pβω;mq{πm|bj P Qu, where the rL˚ are essentially L-

functions. A consequence of this construction is the following theorem.

Theorem 0.3 (cf. Theorem 2.14). Let ω P Wpre be a pre-weak function that is removable
in z “ 0. Let K|Q be a field extension (not necessarily finite) and m P N be any positive
integer. Assume that Cpβω; 0q P K. Then we have

rLpω; 1q

π
,
rLpω; 2q

π2
, ¨ ¨ ¨ ,

rLpω;mq

πm
P K ðñ Cpβω; 1q, Cpβω; 2q, ¨ ¨ ¨ , Cpβω;mq P K.

For example, with ζp2kq P Qπ2k an easy consequence of Theorem 0.3 is

CNpmq :“
N´1
ÿ

j“1

cotm
ˆ

jπ

N

˙

P Q, @m,N P N.

This is well-known and was verified by Berndt and Yeap (see [2], p. 6). We can use
Theorem 0.3 to show some more interesting relations for cotangent sums.

Theorem 0.4 (cf. Corollary 2.20). Let p be a prime and χ be the Legendre symbol modulo
p. Then we have for all m P N

?
pCpχ;mq P Q.

An example for m “ 13 and the Legendre symbol modulo 7 is

cot13
´π

7

¯

`cot13
ˆ

2π

7

˙

´cot13
ˆ

3π

7

˙

`cot13
ˆ

4π

7

˙

´cot13
ˆ

5π

7

˙

´cot13
ˆ

6π

7

˙

“
494370

49
?

7
.

Furthermore, with our method it is possible to derive explicit formulas for the cotangent
sums Cpχ;mq where χ is an arbitrary primitive character. These will be stated in Corol-
lary 2.19. Similarly, we can give (rather complicated) formulas for Dirichlet series with
trigonometric coefficients at integer arguments, see Corollary 2.22 and Remark 2.23. Fi-
nally, using Fourier analysis and the generalized Clausen functions one can derive closed
formulas for cotangent sums presented by Berndt and Yeap [2] involving sine and co-
sine functions. Here we use explicit terms (described in Theorem 2.15) of the rational
isomorphisms briefly described above.

In the last section, we prove a duality result that concerns pre-weak functions. We prove
that the k´1-fold integrals of ϑk can be expressed as linear combinations of expressions ϑj
(with some negative j) and apply this to Eisenstein series. This is realized by an injective
linear map

EN,Mk,a : Wweak,arTN s bW i8
pre,1rTM s ÝÑ W i8

pre,1rTM s b
a´1
à

j“0

zjW i8
pre,1rTN s
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that is given in terms of several Fourier transforms and will be specified below. Note
that the T˚ stand for (pre-)weak functions of level ˚. In particular, we prove the following
theorem.

Theorem 0.5 (cf. Theorem 4.10). The diagram

Wweak,arTN s bW i8
pre,1rTM s W i8

pre,1rTM s b
Àa´1

j“0 z
jW i8

pre,1rTN s

C`0 rrq1{M ss C`0 rrq1{M ss

EN,Mk,a

ϑk

ş

k´1

pτ ÞÑ N
M
τq ˝ ϑ2´k

is commutative. Here, C`0 rrq1{M ss is the space of Fourier series of the form
ř8

n“1 apnqq
n{M

that converge to holomorphic functions on the upper half plane.

As a consequence, for example, we can find the following interpretation of critical values
of L-functions associated to Eisenstein series.

Theorem 0.6 (cf. Theorem 4.13). Let k ě 2 be an integer, χ and ψ be two primitive
Dirichlet characters with χp´1qψp´1q “ p´1qk and fpτq “ Ekpχ, ψ; τq. We then have the
following identity between rational functions:

k´2
ÿ

`“0

ˆ

k ´ 2

`

˙

i1´`Λpf ; `` 1qτ´` “ ´
4π2

Nk´1
ψ Nχpk ´ 1q

resz“0

ˆ

z1´kωψpzqωχ

ˆ

Nψz

Nχτ

˙˙

.

The paper is organized as follows. First we define the term pre-weak function and consider
generalized Eisenstein series, that have q-series expansions

ř

tě0 aptqq
t with real exponents.

We prove the functional equations of the associated generalized L-functions.
In the second section we apply the theory of pre-weak functions to cotangent sums and
generalize some results by Berndt, Yeap and Zaharescu. In the third section we expand
our main ideas to pre-weak functions of higher degree, which means that we allow poles
of higher order. Finally, in the last section, we generalize the ideas of the second section
to period polynomials and prove a duality result.

Notation. Throughout the paper k, N ě 1 and M ě 1 will denote integers. We
sometimes use the notation sgnpfq “ ˘1 to indicate that f is an even or odd function,
respectively.

We define for any set L to be LC0 the space of all functions f : L Ñ C, that are zero
everywhere except finitely many x P L. The subspace LC0

0 Ă LC0 is given by all f satis-
fying

ř

xPL fpxq “ 0. In the case 0 P L we write LC0,0 for the subspace of functions with
fp0q “ 0.

For positive integers N we abbreviate FN :“ Z{NZ. For the complex variable z “ x` iy
we write epzq :“ e2πiz and for the complex variable τ we define q :“ e2πiτ . We write
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Bτ :“ 1
2πi

B

Bτ
and Bz :“ 1

2πi
B

Bz
. If the variable is clear we only write B.

We will write Spfq Ă U for the set of poles of a meromorphic function f : U Ñ C.
Throughout, we write Wweak,a and Wpre,a for the space of weak and pre-weak functions of
degree at most a (which means that ω P Wweak,a has poles of order maximal a), respec-
tively. The notationW rT s means that the contained (pre)-weak functions shall only have
poles in T Ă R{Z modulo Z. We write TN :“ t0, 1

N
, ..., N´1

N
u.

We denote W 0
˚ as the subspace of (pre-)weak functions that are removable in z “ 0.

Acknowledgements
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paper.

1. Pre-weak functions, Eisenstein series and generalized periodic
L-functions

We denote the vector space of all generalized weak functions of degree 1 (this means, that
only poles os degree 1 are allowed) by Wweak. I.e., each function ω P Wweak has period 1,
is meromorphic in C and of rapid decay as |Impzq| Ñ 8 and only has poles of degree at
most 1 at real values.

We now call a 1-periodic pre-weak, if it has all properties of a weak function except that
it is just bounded as y Ñ ˘8 in the strip t0 ď x ă 1u. In other words, we have the exact
sequence

0 ÝÑ Wweak ÝÑ Wpre
f ÞÑpfp´i8q,fpi8qq

ÝÑ C2
ÝÑ 0.

The subspaces W˘i8
pre Ă Wpre contain all pre-weak functions that additionally vanish

in z “ ˘i8. All introduced notations for weak functions will also apply to pre-weak
functions, if appropriate. Note that each ω P Wpre also has a representation

ωpzq “ ωpi8q `
ÿ

xPR{Z

βωpxqhxpzq, hxpzq :“
epzq

epxq ´ epzq
,

where the sum is of course finite. Now consider the homomorphism

pR{ZqC0,0 ÝÑ Opts P C | σ ą 1uq(1.1)

β ÞÝÑ Lpβ; sq :“
ÿ

xPRą0

βpxqx´s.

The holomorphic functions on the right will be called periodic L-functions (since the input
function lives on the 1-torus). We have the decomposition

Lpβ; sq “
ÿ

xPp0,1s

βpxqζps, xq,(1.2)

where

ζps, xq :“
8
ÿ

n“0

pn` xq´s, x ą 0,

is the Hurwitz zeta function. By analytic continuation we may consider the subspace
1
s´1

OpCq Ă Opts P C | σ ą 1uq for the image in (1.1). The residue map β ÞÝÑ
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ress“1Lpβ; sq has kernel pR{ZqC0,0

0 . In the case that β has support on 1
N
ZzZ for some

N , we obtain an ordinary Dirichlet series with an exponential factor.

Lpβ; sq “ N s
8
ÿ

n“1

β
´ n

N

¯

n´s.

The aim of this section is to associate periodic L-functions with generalized Eisenstein
series that satisfy certain transformation properties. These Eisenstein series Ekpω b η; τq
arise from (generalized) weak functions ω b η with real (but not necessarily rational)
poles. Since we are not able to assign ω and η a meaningful finite integer level in the case
they have irrational poles, the functions Ekpω b η; τq will not be modular forms (except
of course they identically vanish).

We will use the notation W˘ to indicate the sub-spaces spanned by odd and even func-
tions. What we need is the following: for k P Z we define

Wb

pkq :“

$

’

&

’

%

Wweak bWweak, if k ą 0,〈
Wpre bWweak,Wweak bWpre,W

`
pre bW

´
pre,W

´
pre bW

`
pre

〉
, if k “ 0,

Wpre bWpre, if k ă 0.

Also we use the notation Wb

pkqrT1, T2s to indicate, that the first and the second space are
associated to the subsets T1, T2 Ă R{Z, e.g. Wb

p1qrTN , TM s “ WweakrTN s b WweakrTM s.
Consider the following linear map between pairs of pre-weak functions and holomorphic
functions

ϑk : Vk ÝÑ OpH` YH´q,

ω b η ÞÝÑ ´2πi lim
RÑ8

ÿ

xPRˆ
|x|ďR

resz“x
`

zk´1ηpzqωpzτq
˘

“: ϑkpω b η; τq.(1.3)

We explain Vk by Vk :“ Wweak bWpre if k ą 0 and Vk :“ Wb

pkq, else. A proof that this is
well-defined is given in Proposition 1.3.

Remark 1.1. If one considers the decomposition W “ W` ‘ W´ into even and odd
functions, respectively, one can easily show by symmetry that pW`bW`q‘pW´bW´q Ă

kerpϑkq if k ” 1 pmod 2q, and pW` bW´q ‘ pW´ bW`q Ă kerpϑkq, else. We use for
elements ω P W˘zt0u the notation sgnpωq “ ˘1.

Note that Wb

p0q is also spanned by the spaces W`
pre bW´

pre and W´
pre bW`

pre that entirely
map to the constant zero function by Remark 1.1. But we will still use this notation for
formal reasons.

Remark 1.2. With the still valid functional equation

hxp´zq “ ´1´ h´xpzq

one easily sees that

ω P W˘
weak “

$

&

%

ÿ

xPR{Z

βωpxqhxpzq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

βωp´xq “ ¯βωpxq

,

.

-

.
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Proposition 1.3. The map ϑk is well-defined.

Proof. Let x P Rˆ and K Ă H` YH´ be a compact subset. Then we have the estimate

|resz“xz
k´1ηpzqωpzτq| ď max

τPK
|ωpτxq| ¨ |resz“xηpzq| ¨ |x|

k´1.

We distinguish three cases.

1. In the case k ą 0 the claim now follows easily since then ω P Wweak and hence there is
a δ ą 0 (depending on K and ω), such that

max
τPK

|ωpτxq| “ O
`

e´δ|x|
˘

.

On the other hand, the term |resz“xηpzq| is bounded since η is periodic.

2. If k ă 0 it follows that
ˇ

ˇresz“xz
k´1ηpzqωpzτq

ˇ

ˇ ď C|x|k´1

where the constant C ą 0 may be chosen as

C “ max
wP

Ť

0 “tPSpηq tK
|ωpwq| ¨ max

λPr0,1s
|resz“ληpzq|.

Since the sum
ř

xPSpηqzt0u |x|
´1´|k| converges the claim follows.

3. In the case k “ 0 we note that the map is defined on the subspace Wweak bWpre by
the arguments of 1. It is clearly defined for W`

pre bW´
pre and W´

pre bW`
pre since then all

summands cancel each other. So we are left to show that we can define it onWprebWweak.
Without loss of generality we assume that ω b η P W˘

pre bW
˘
weak. First let both functions

be even. Then ω “ c` ωw with some constant c and ωw P Wweak. In conclusion, we only
have to show that the sequence

S :“ ´2πic lim
RÑ8

ÿ

xPRˆ
|x|ďR

resz“xηpzqz
´1

converges. Let 0 ă x1 ă x2 ă x3 ă ¨ ¨ ¨ the sequence of all positive poles of η. With
partial summation we obtain

N
ÿ

j“1

βηpxjqx
´1
j “

˜

N
ÿ

j“1

βηpxjq

¸

x´1N `

N´1
ÿ

u“1

˜

u
ÿ

j“1

βηpxjq

¸

px´1u`1 ´ x
´1
u q.

Since η is weak, the term
řN
j“1 βηpxjq is bounded and hence the right hand side converges

as N tends to infinity. The odd case works similarly, since then we have ω “ c cotpπzq`ωw

and hence
resz“xz

´1ηpzqωpτzq “ ˘icβηpxqx
´1
`Ope´δxq, δ ą 0,

but since p˘xq´1 “ ˘x´1 we are reduced to the even case. Finally, since in both cases
we obtain homomorphisms that coincide on the common subspace WweakbWweak we may
extend it to the resultant space 〈Wpre bWweak,Wweak bWpre〉. �

We now obtain the following very general transformation law.
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Theorem 1.4. Let ω b η P Wb

pkq, then we have for all k P Z and τ P H

ϑk

ˆ

ω b η;´
1

τ

˙

“ τ kϑk pη b´pω; τq ` 2πi resz“0

´

zk´1ηpzqpω
´z

τ

¯¯

.(1.4)

Here pωpzq “ ωp´zq.

Proof. Let y ą 0 and τ “ iy P H. Define

gypzq :“ ´2πizk´1ηpzqpω

ˆ

z

iy

˙

.

Then gy is a meromorphic function in the plane with simple poles at Spgyq “ Spηq Y
Spωqiyzt0u (all lying on the real and imaginary axes). Consider the closed contour inte-
grals

Inpyq “
1

2πi

¿

Rnpyq

gypzqdz,

where Rnpyq is a sequence of rectangles that cross the axes half between the respective
poles xn and xn`1. We are left to show Inpyq

nÑ8
ÝÑ 0 since then the claim follows with the

identity and residue theorem. Using periodicity of η, ω and the decay of gy we find that
this will certainly be the case for k “ 0. So we are left to show it for k “ 0.
We first consider the case ωbη P W˘

prebW
¯
pre. Then the functions ϑ0pωbηq and ϑ0pηb´pωq

are constant zero. Since the product ωpz{iyqηpzq{z is an even function in this case, its
residue at z “ 0 will be 0. Hence the transformation law is trivially satisfied in this case.
Now let ω P Wweak. Then the integrals on the right and the left in the rectangle will go
to zero because of the exponential decay of ω and the periodicity of η. So we can express
Inpyq in the form

Inpyq “

´σn`itn
ż

σn`itn

gypzqdz `

σn´itn
ż

´σn´itn

gypzqdz ` op1q(1.5)

where 0 ă σn Ñ 8 and 0 ă tn Ñ 8 are chosen in the sense of Rnpyq. Now we divide the
integrals into three parts:

σn´itn
ż

´σn´itn

gypzqdz “

´c
?
n´itn
ż

´σn´itn

gypzqdz `

c
?
n´itn
ż

´c
?
n´itn

gypzqdz `

σn´itn
ż

c
?
n´itn

gypzqdz.

Here, c ą 0 is some fixed constant (note that
?
n “ opσnq). There is a constant C ą 0

such that we have |ηpzq| ď C for all |Impzq| ě 1. Also on the segments r´σn˘itn, σn˘itns
the function pωpz{yiq is uniformly bounded (with respect to n “ 1, 2, 3, ...) by some D ą 0
since it is periodic along the imaginary axes. Hence for sufficiently large n we obtain

c
?
n´itn
ż

´c
?
n´itn

gypzqdz !

?
n

tn
“ op1q.
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On the other hand, since pωpz{yiq is of rapid decay as Repzq Ñ ˘8 we have |gypzq| “
Ope´δ|Repzq|q uniformly on tz P C | |Repzq| ą 1, |Impzq| ą 1u for some δ ą 0. Hence the
integrals

˘8´itn
ż

˘1´itn

gypzqdz

will certainly converge absolutely and also

˘σn´itn
ż

˘c
?
n´itn

gypzqdz “ op1q.

The first integral in (1.5) tends to zero by the same argumentation. The case ω b η P
Wpre bWweak works analogously. This proves the transformation formula. �

Definition 1.5. Let β be any function in pR{ZqC0. Then we define its Fourier transform
Fpβq : RÑ C by

Fpβqpyq “
ÿ

xPR{Z

βpxqe´2πixy.

Definition 1.6. Let k ě 3 be an integer and β, γ be functions in pR{ZqC0
0 , such that

sgnpβqsgnpγq “ p´1qk. We assign these data an Eisenstein series by

Ekpβ, γ; τq :“
ÿ

tPRą0

akpβ, γ; tqqt

with the coefficients

akpβ, γ; tq :“
ÿ

d1PRą0
d2PN
d1d2“t

dk´11 βpd1qFpγqpd2q.

In the cases k “ 2 and k “ 1 we have the same definition under the restrictions βp0qγp0q “
0 and βp0q “ γp0q “ 0, respectively.

Note that the (non-trivial) exponents in the above Fourier series can be irrational numbers
too.

Theorem 1.7. Let all assumptions hold as above. The generalized Eisenstein series
satisfies the modular identity

Ek

ˆ

β, γ;´
1

τ

˙

“ τ kEkpγ,´pβ; τq.
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Proof. We find

ϑkpω b η; τq “ 2
ÿ

αPRą0

αk´1βpαq
ÿ

xPR{Z

γpxq
epατq

epxq ´ epατq

“ 2
ÿ

αPRą0

8
ÿ

ν“1

αk´1βpαq

¨

˝

ÿ

xPR{Z

γpxqep´νxq

˛

‚qαν “ 2Ekpβ, γ; τq.

The claim now follows by Theorem 1.4. Note that in the case k “ 2 at least one and in
the case k “ 1 both of the functions ωβ and ηγ have a removable singularity in z “ 0,
such that in every case the rational part in (1.4) vanishes. �

Analogous to ordinary Eisenstein series we can assign a generalized L-function toEkpβ, γ; τq.
The result is a generalized Dirichlet series

ÿ

tPD

aptqt´s,

whereD Ă Rą0 is a discrete subset and a : D Ñ C a sequence of complex numbers. Like in
the classical case one can show (for example by Mellin transform, using the transformation
law of the Eisenstein series) that these L-functions have a meromorphic continuation to
the entire plane and satisfy a functional equation of the standard type.

Proposition 1.8. The generalized L-function associated to Ekpβ, γ; τq is given by

LpEkpβ, γq; sq “ Lpβ; s` 1´ kq
ÿ

xPR{Z

γpxqLispe
´2πix

q,

where Lispzq denotes the polylogarithm. It converges on ts P C|Repsq ą ku and has a
meromorphic continuation to the entire plane.

Note that Lpβ; sq represents a holomorphic function on ts P C|Repsq ą 1u by (1.2) (β is
1-periodic and zero at all but finitely many points) and has a holomorphic continuation
to Czt1u with a possible simple pole in s “ 1.

Proof. Starting with Definition 1.6 we obtain

ÿ

tPRą0

¨

˚

˚

˚

˝

ÿ

d1PRą0
d2PN
d1d2“t

dk´11 βpd1qFpγqpd2q

˛

‹

‹

‹

‚

t´s “

˜

ÿ

tPRą0

βptqt´s`k´1

¸

8
ÿ

n“1

Fpγqpnqn´s.

The function γ is zero almost everywhere. Since by

|Fpγqpnq| ď
ÿ

xPR{Z

|γpxq|
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its Fourier transform Fpγqpnq is bounded and hence the corresponding Dirichlet series
converges absolutely on ts P C|Repsq ą 1u. We now have

8
ÿ

n“1

Fpγqpnqn´s “
8
ÿ

n“1

ÿ

xPR{Z

γpxqe´2πinxn´s “
ÿ

xPR{Z

γpxqLispe
´2πix

q.

The claim follows with the analytic properties of s ÞÑ Lispe
´2πixq and Lpβ; sq. �

In the next theorem we prove a functional equation for the completed L-function associ-
ated to a generalized Eisenstein series.

Theorem 1.9. The completed L-function

Λpβ, γ; sq :“ p2πq´sΓpsqLpEkpβ, γq; sq

extends to an entire function and satisfies the functional equation

ΛpEkpβ, γq; k ´ sq “ Λ
´

Ek

´

γ,´pβ
¯

; s
¯

.

Proof. By Mellin transformation we obtain

Λpβ, γ; sq “

8
ż

0

Ekpβ, γ; iyqys´1dy.

By splitting the integral in the intervals r0, 1s and r1,8q and making the substitution
y ÞÑ y´1 in the first integral we obtain

Λpβ, γ; sq “

8
ż

1

Ek

ˆ

β, γ;
i

y

˙

y´s´1dy `

8
ż

1

Ekpβ, γ; iyqys´1dy

“

8
ż

1

Ekpγ,´pβ; iyqyk´s´1dy `

8
ż

1

Ekpβ, γ; iyqys´1dy.

From this one sees that Λpβ, γ; sq is entire. The symmetry on the right hand side leads
to the desired functional equation. �

2. Cotangent sums

Besides periodic L-functions we may associate other objects to a pre-weak function. For
integers m “ 1, 2, 3, ... we define the corresponding cotangent sum

Cpω;mq :“
ÿ

xPR{Z

βωpxq cotmpπxq.

The primary goal of this section is to develop a principle which helps to write cotangent
sums as rational combinations of L-functions, and vice versa. With this we may conclude
several results about cotangent sums using well known results about L-functions, and of
course vice versa again.
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A famous example for a cotangent sum is given in [13] on p. 262:
N´1
ÿ

j“1

cot2
ˆ

πj

N

˙

“
pN ´ 1qpN ´ 2q

3
, N “ 2, 3, ...(2.1)

Note that the sum is always rational independent of the choice of N . This was generalized
by Chu and Marini in [4] and Berndt and Yeap [2] on p. 6.

Theorem 2.1. Let N and n be positive integers. Then

N´1
ÿ

j“1

cot2n
ˆ

πj

N

˙

“ p´1qnN ´ p´1qn22n
n
ÿ

j0“0

¨

˚

˝

ÿ

j1,...,j2ně0
j0`j1`¨¨¨`j2n“n

2n
ź

r“0

B2jr

p2jrq!

˛

‹

‚

N2j0 .

In particular, we have
N´1
ÿ

j“1

cot2n
ˆ

πj

N

˙

P Q.

Note that the Bn denote the Bernoulli numbers defined by generating series
8
ÿ

n“0

Bn

n!
xn “

x

ex ´ 1
.

The interesting identity in Theorem 2.1 can be proved by looking at

fpzq “ cot2npπzq cotpπkzq

and using contour integration. Another more general result is presented in [2] on p. 17
(there is a mistake in the original paper) and looks as follows.

Theorem 2.2. For positive integers 0 ă a ă k and n let

snpk, aq :“
k´1
ÿ

j“1

sin

ˆ

2πaj

k

˙

cotn
ˆ

πj

k

˙

and

cnpk, aq :“
k´1
ÿ

j“1

cos

ˆ

2πaj

k

˙

cotn
ˆ

πj

k

˙

.

Then we have for all positive integers m

s2m´1pk, aq “ p´1qm22m´1
ÿ

j1,...,j2m´1,µ,νě0
2j1`¨¨¨`2j2m´1`µ`ν“2m´1

aµkν
1

µ!

Bν

ν!

2m´1
ź

r“1

B2jr

p2jrq!
(2.2)

and

c2mpk, aq “ p´1qm`122m
ÿ

j1,...,j2m,µ,νě0
2j1`¨¨¨`2j2m`ν`µ“2m

aµkν
1

µ!

Bν

ν!

2m
ź

r“1

B2jr

p2jrq!
.(2.3)

In particular, both sm and cm define sequences of elements in Qrk, as.
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In other words, the theories of generalized periodic L-functions and cotangent sums are
in some way equivalent. To understand this, we modify the definition (1.1) of a periodic
L-function in the following way. In the entire section we denote W 0

pre as the subspace
of pre-weak functions that have a removable singularity in z “ 0, which is equivalent to
βωp0q “ 0. Consider now the homomorphism between the space of pre-weak functions
and an infinite tuple of complete L-values at positive integers

W 0
pre ÝÑ CN

ω ÞÝÑ
´

rLpω; 1q, rLpω; 2q, ...
¯

, rLpω; kq :“
ÿ

xPRˆ
βωpxqx

´k.

In the case k “ 1, we interpret the sum as

Lpω; 1q “ lim
NÑ8

ÿ

´NďxďN,x“0

βωpxqx
´1
“

ÿ

xą0

pβωpxq ´ βωp´xqqx
´1.(2.4)

Remark 2.3. Note that by Remark 1.2 sgnpωq “ p´1qk implies Lpω; kq “ 0 for k ą 1 (an
even pre-weak function is weak up to a constant and an odd up to a cotangent function).
If k “ 1 this relation still holds if we restrict to weak functions or odd ω.

Before we move on, we define a sequence of numbers which is of great importance in
combinatorics.

Definition 2.4. Let n P N0 and k P Z. We define the Stirling numbers of the second kind
by

!n

k

)

:“
1

k!

k
ÿ

j“0

p´1qj
ˆ

k

j

˙

pk ´ jqn, 0 ď k ď n,

where t0
0
u :“ 1 and tn

k
u :“ 0 whenever k ą n or k ă 0.

Put

∆p`, uq :“

ˆ

`

u

˙

´

ˆ

`

u´ 1

˙

and

S˚pn, kq :“ k!
!n

k

)

“

k
ÿ

j“0

p´1qj
ˆ

k

j

˙

pk ´ jqn, k ď n.

To find the connection between (generalized) L-functions and cotangent sums we need
the following lemma.

Lemma 2.5. Define a sequence δ : N2
0 Ñ C by

δ0p0q “ δ1p0q “ δ0p1q :“ 0,

and for integers ν, u ě 0 with ν ` u ě 2:

δνpuq :“
iν`u

pν ´ 1q!

ν´1
ÿ

`“u´1

p´1qν``´u´12ν´1´`S˚pν ´ 1, `q∆p`, uq.
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Let a P CzZ. Then we have in an arbitrary small neighborhood of z “ 0

cotpπpz ´ aqq “
8
ÿ

ν“0

Pνpcotpπaqqzν “ ´ cotpπaq ` p´π ´ π cot2pπaqqz ` ¨ ¨ ¨ ,

where

PνpXq “ πν
ν`1
ÿ

u“0

δν`1puqX
u.

Remark 2.6.

(i) The first polynomials Pν are given by

P0pXq “ ´X,

P1pXq “ ´π ´ πX
2,

P2pXq “ ´π
2X ´ π2X3,

P3pXq “ ´
π3

3
´

4π3

3
X2
´ π3X4,

P4pXq “ ´
2π4

3
X ´

5π4

3
X3
´ π4X5.

(ii) We have for all ν ě 1 the formulas

δνpνq “ ´1(2.5)

and for all ν ě 2

δνp0q “
iν

pν ´ 1q!

ν´1
ÿ

`“0

p´1qν``´12ν´1´`S˚pν ´ 1, `q,

since then ∆p`, 0q “ 1.

(iii) It is δνpuq “ 0 if u ą ν. Since the function cotpxq is odd, we obtain δνpuq “ 0 if
ν ` u ” 1 pmod 2q.

Proof. It is clear that the function fpzq “ cotpπpz´aqq is holomorphic in a neighborhood
of z “ 0 in the case a P CzZ. For the constant term we find

cotpπp´aqq “ ´ cotpπaq “ π0
pδ1p0q ` δ1p1q cotpπaqq ,

and indeed this coefficient is

δ1p1q “ i2 ¨ p´1q ¨ 20
¨ S˚p0, 0q ¨

ˆˆ

0

1

˙

´

ˆ

0

0

˙˙

“ ´1.

Using the formula in [19] on p. 2,

cotpnqpxq “ p2iqnpcotpxq ´ iq
n
ÿ

v“0

v!

2v

!n

v

)

pi cotpxq ´ 1qv, n ě 1,
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(note that in the paper, the sum starts at v “ 1 but we have n ě 1, hence tn
0
u “ 0) and

the binomial theorem, for ν ě 1, we end up with

f pνqp0q “ ´p´2πiqν
ν
ÿ

`“0

``1
ÿ

u“0

pαν,`pu´ 1q ´ iαν,`puqq cotupπaq,

where

αν,`puq :“
S˚pν, `q

2`

ˆ

`

u

˙

p´1q`´uiu.

Put

bνp`, uq :“ αν,`pu´ 1q ´ iαν,`puq “
S˚pν, `qiu´1p´1q`´u

2`

ˆˆ

`

u

˙

´

ˆ

`

u´ 1

˙˙

,(2.6)

and note that this implies bνp´1, 0q “ 0. With the additional summand bνp´1, 0q we
obtain

ν
ÿ

`“0

``1
ÿ

u“0

bνp`, uq “
ν`1
ÿ

u“0

ν
ÿ

`“u´1

bνp`, uq

and conclude
f pνqp0q

ν!
“ ´

p´2πiqν

ν!

ν`1
ÿ

u“0

ν
ÿ

`“u´1

bνp`, uq cotupπaq.

Together with (2.6) this proves the formula for δνpuq, after the index shift ν ÞÑ ν ´ 1. �

We can use Lemma 2.5 to determine the local Taylor expansion of ωpzq at z “ 0. This
will later help to explain the relationship between periodic L-functions and cotangent
sums.

Lemma 2.7. Let ω P W 0
pre. Then we have

ωpzq “ ωpi8q ´
1

2
Cpω; 0q `

i

2

8
ÿ

ν“0

˜

ν`1
ÿ

u“0

δν`1puqCpω;uq

¸

pzπqν .

Proof. With the behavior of the function cotpπzq at z “ i8 we obtain the following
canonical representation of ω:

ωpzq “ ωpi8q `
ÿ

xPR{Z

βωpxq

ˆ

i

2
cot pπ pz ´ xqq ´

1

2

˙

,

and with Lemma 2.5 we obtain

i

2

ÿ

xPR{Z

βωpxq cot pπ pz ´ xqq “
i

2

8
ÿ

ν“0

ÿ

xPR{Z

βωpxqPν pcotπxq zν

“
i

2

8
ÿ

ν“0

ÿ

xPR{Z

βωpxqπ
ν
ν`1
ÿ

u“0

δν`1puq cotu pπxq zν “
i

2

8
ÿ

ν“0

˜

ν`1
ÿ

u“0

δν`1puqCpω;uq

¸

pzπqν .

The claim now follows with some simple rearrangements. �
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At this point we stress the simple but important fact, that the coefficients δνpuq are
independent of the choice of ω.

Lemma 2.8 (Generalized Abel’s theorem). Let fn : E Y t1u Ñ C be a sequence of
continuous functions that are holomorphic in the unit disc E, such that fnpzq Ñ fpzq as
nÑ 8 for all z P E. We assume that f is bounded on r0, 1s and put D :“ sup0ďtď1 |fptq|.
Let

ř8

n“1 apnq be a converging series and F pzq “
ř8

n“1 apnqfnpzq be holomorphic in E.
Assume that the fn satisfy the Abelian condition: there is a constant C ą 0 such that
uniformly for all n ą 0 and all 0 ď t ď 1:

|fnptq ´ fn`1ptq| ď Cp1´ tqtn.

Then we have

lim
tÑ1´

8
ÿ

n“1

apnqfnptq “ fp1q
8
ÿ

n“1

apnq.

Note that the important case fnpzq “ zn is Abel’s theorem.

Proof. We show that for each ε ą 0 there is an N0 such that for all N ě N0:

sup
0ďtď1

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

nąN

apnqfnptq

ˇ

ˇ

ˇ

ˇ

ˇ

ď ε.(2.7)

Let ε ą 0. Choose δ ą 0 such that maxt|f1p1q|δ, δpC `Dqu ď ε. We choose an integer N
such that if An “

řn
k“N`1 apkq, we have

sup
nąN

|An| ď δ.

This is possible since the series
ř8

n“1 apnq converges. By partial summation we obtain
with fnpzq Ñ fpzq and 0 ď t ă 1:

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

nąN

apnqfnptq

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

A8fptq ´
ÿ

nąN

Anpfnptq ´ fn`1ptqq

ˇ

ˇ

ˇ

ˇ

ˇ

ď δD ` δCp1´ tq
ÿ

nąN

tn ď δpC `Dq ď ε.

On the other hand we have
ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

nąN

apnqfnp1q

ˇ

ˇ

ˇ

ˇ

ˇ

“ |fp1q|

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

nąN

apnq

ˇ

ˇ

ˇ

ˇ

ˇ

ď |fp1q|δ ď ε.

From this follows (2.7) and we conclude the lemma. �

We consider the following special case.

Lemma 2.9. Let g be holomorphic on E and a neighborhood U of z “ 1. Then fnpzq :“
gpznq satisfies the assertions of Lemma 2.8.
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Proof. Let 0 ă b ă a ă 1. To see the lemma one uses the Cauchy integral formula

gpaq ´ gpbq

a´ b
“

1

2πi

¿

γ

gpzq

pz ´ aqpz ´ bq
dz,

where the closed and smooth integration path γ Ă E Y U with length Lpγq surrounds the
compact line r0, 1s once in positive direction. We find a minimum distance ε ą 0 between
γ and r0, 1s. Hence

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

2πi

¿

γ

gpzq

pz ´ aqpz ´ bq
dz

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď
1

2π
max
zPγ

ˇ

ˇ

ˇ

ˇ

gpzq

pz ´ aqpz ´ bq

ˇ

ˇ

ˇ

ˇ

Lpγq ď C
maxzPγ |gpzq|

ε2
,

where C ą 0 is independent from a and b. Put a “ tn and b “ tn`1 for 0 ă t ă
1. Since gptnq converges to gp0q if 0 ď t ă 1 and to gp1q if t “ 1, one has D :“
maxt|gp0q|, |gp1q|u. �

We are now in the position to prove a result that ties values of L-functions with Taylor
coefficients of pre-weak functions.

Proposition 2.10. Let k ě 1 be an integer and ωb η P WprebWpre if k ą 1 and ωb η P〈
Wpre bWweak,W

`
pre bW

´
pre,W

´
pre bW

`
pre

〉
else, such that ω has a removable singularity in

z “ 0. We then have

lim
yÑ0`

ϑ1´kpω b η; iyq “ ωp0qrLpη; kq.(2.8)

In particular, for ωb η P WprebWpre (and ωb η P
〈
Wpre bWweak,W

`
pre bW

´
pre

〉
if k “ 1)

we have the key identity

rLpη; kq “ 2πi resz“0
`

z´kηpzq
˘

.(2.9)

Proof. First we note that in the case k “ 1 (2.8) is trivial for elements ωbη inW˘
prebW

¯
pre,

since then both the left hand side and the right hand side are zero (note that either
ωp0q “ 0 or rLpη; 1q “ 0). Also if ω P η P W`

pre bW´
pre both sides vanish according to

Remark 2.3 and since η is odd. So we can assume η to be weak in this case.
We have ωpzq “ Rpepzqq with a rational function R, which fulfills the conditions of Lemma
2.9 (note that ω has a removable singularity in z “ 0). We obtain:

ϑ1´kpω b η; iyq “
ÿ

αą0

α´kβηpαqωpαiyq `
ÿ

αą0

p´1qkα´kβηp´αqωp´αiyq.

Since η is weak for k “ 1 both series will converge for y “ 0 separately. Hence with
Lemma 2.8 we conclude

lim
yÑ0`

ϑ1´kpω b η; iyq “ ωp0qrLpη; kq.
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Note that we have a homeomorphism between the segments r0, i8s and r0, 1s given by
z ÞÑ e2πiz. On the other hand, with Theorem 1.4 we obtain

lim
τÑ0

ϑ1´kpω b η; τq “ lim
τÑ0

„

p´τqk´1ϑ1´k

ˆ

η b´pω;´
1

τ

˙

` 2πiresz“0
`

z´kηpzqωpzτq
˘



“ 2πiωp0qresz“0
`

z´kηpzq
˘

.

In the case of k “ 1, the first term on the right side vanishes because η is weak. The
choice ω “ 1 finally proves (2.9). �

Throughout our analysis of cotangent sums we assume the first component of the Wpre b

Wpre to be the function which is constant 1. It is trivial but crucial that this function is
even. Since we want to consider all values of completed L-functions simultaneously, we
only look at elements 1b ω P

〈
W`

pre bW
0
weak,W

`
pre bW

0,´
pre

〉
. In other words, throughout,

ω it is an odd pre-weak function or weak function - both have a removable singularity in
z “ 0. Together with Lemma 2.7 we can now suggest closed formulas for cotangent sums
in terms of corresponding L-functions at integer arguments.

Proposition 2.11. Let k ě 1 and ω P
〈
W 0

weak,W
0,´
pre

〉
. We have the formula

rLpω; kq “
ÿ

αPRˆ
βωpαqα

´k
“ ´πk

k
ÿ

n“0

δkpnqCpω;nq,

which is equivalent to

rL˚pω; kq :“ ´
rLpω; kq

πk
´ δkp0qCpω; 0q “

k
ÿ

n“1

δkpnqCpω;nq.(2.10)

Proof. First note that δ1p0q “ 0. In the case ω is odd it is trivial that Lpω; 1q “ 0 “
Cpω; 1q, which proves the formula in this case. So let ω be weak if k “ 1. With Lemma
2.7 we see that the residue of z´kωpzq in z “ 0 is given by

resz“0
`

z´kωpzq
˘

“
i

2
πk´1

k
ÿ

u“0

δkpuqCpω;uq.

Multiplying by 2πi proves the claim when using (2.9). �

Definition 2.12. For Dirichlet characters χ modulo N we put

Cpχ;mq :“
N´1
ÿ

j“1

χpjq cotm
ˆ

jπ

N

˙

.

Remark 2.13. Let k ą 0 be an integer. In [3] a relation between the class number hK of
the field K “ Qp

?
´kq and cotangent sums is proved. If χ is an odd (real) character for

K, we have
Cpχ; 1q “ 2

?
khK .
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The present method now gives a further viewpoint to this equation since by Proposition
(2.10) we have

rLpωχ; 1q “ ´πδ1p1qCpβωχ ; 1q

and by the class number formula Lpχ; 1q is directly tied to hK. Here we have put

ωχpzq :“
N´1
ÿ

j“1

χpjqh j
N
pzq,

where χ is a character modulo N .

Let ∆8 be the linear operator

∆8 :
ź

nPN

R ÝÑ
ź

nPN

R

pa1, a2, a3, ...q
T
ÞÝÑ

˜

m
ÿ

j“1

δmpjqaj

¸

mPN

.

We can write this formally as an infinite lower triangular matrix:

∆8 :“

¨

˚

˚

˚

˚

˚

˚

˝

δ1p1q 0 0 0 0 ¨ ¨ ¨

δ2p1q δ2p2q 0 0 0 ¨ ¨ ¨

δ3p1q δ3p2q δ3p3q 0 0 ¨ ¨ ¨

δ4p1q δ4p2q δ4p3q δ4p4q 0 ¨ ¨ ¨

δ5p1q δ5p2q δ5p3q δ5p4q δ5p5q ¨ ¨ ¨
...

...
...

...
... . . .

˛

‹

‹

‹

‹

‹

‹

‚

.(2.11)

Proposition 2.11 provides us a linear system with countable many unknowns. In other
words, we can find values for the cotangent sums recursively. We obtain:

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

rL˚pω; 1q
rL˚pω; 2q
rL˚pω; 3q
rL˚pω; 4q
rL˚pω; 5q

...

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

“ ∆8

¨

˚

˚

˚

˚

˚

˚

˝

Cpω; 1q
Cpω; 2q
Cpω; 3q
Cpω; 4q
Cpω; 5q

...

˛

‹

‹

‹

‹

‹

‹

‚

.(2.12)

Note that in the case that ω is weak we have rL˚pω; kq “ ´π´krLpω; kq. With δνpνq “ ´1
(see (2.5)) we see that the system (2.12) is invertible, since we have a lower diagonal
operator. In other words, for all positive integers m we have

∆´1
m Lmpωq “ Cmpωq,(2.13)

where Lmpωq and Cmpωq denote the first m rows vectors of (2.12) and ∆m the regular
major m ˆm block of the operator. Note that since ∆m P Qmˆm we have ∆´1

m P Qmˆm.
Therefore we obtain the following theorem.
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Theorem 2.14. Let ω P
〈
W 0

weak,W
0,´
pre

〉
be a pre-weak function. Let K|Q be a field

extension (not necessarily finite) and m P N be any positive integer. Assume that Cpω; 0q P
K. Then we have

rLpω; 1q

π
,
rLpω; 2q

π2
, ¨ ¨ ¨ ,

rLpω;mq

πm
P K ðñ Cpω; 1q, Cpω; 2q, ¨ ¨ ¨ , Cpω;mq P K.

Proof. As (2.12) proves, we can express the terms rLpω; kqπ´k ` Cpω; 0qδkp0q as rational
combinations of Cpω;mq, 1 ď m ď k and vice versa the terms Cpω; kq as rational combi-
nations of rLpω;mqπ´m ` Cpω; 0qδmp0q. Since δmp0q P Q for all m ě 0, the claim follows
with Cpω; 0q P K. �

We see that it turns out that there is an arithmetic connection between cotangent sums
and generalized L-functions. Together with Theorems 2.1 and 2.2 we are able to find
explicit formulas. Here, the key ingredient is the fact that expressions like

N´1
ÿ

j“1

cotm
ˆ

jπ

N

˙

are polynomials PmpNq for fixed m. Compare Theorem 2.1. For the next theorem we
need the Euler numbers En that are defined by the generating series

2

ez ` e´z
“

8
ÿ

n“0

En
n!
zn.

Theorem 2.15. Let k ě 1 and ω P
〈
W 0

weak,W
0,´
pre

〉
.

(i) There are rational numbers δkp`q (given in 2.5) and δ˚kp`q, independent from the
choice of ω, such that

´
L̃pω; kq

πk
´ δkp0qCpω; 0q “

k
ÿ

`“1

δkp`qCpω; `q(2.14)

and

Cpω; kq “
k
ÿ

`“1

δ˚kp`q

˜

´
L̃pω; `q

π`
´ δ`p0qCpω; 0q

¸

.(2.15)

(ii) Explicitly, we obtain δ˚ν puq “ 0 if ν ` u ” 1 pmod 2q and for 0 ă ` ď k

δ˚2kp2`q “ p´1qk```122k´2`
ÿ

j1,...,j2kě0
``j1`¨¨¨`j2k“k

2k
ź

r“1

B2jr

p2jrq!
(2.16)

and

δ˚2k´1p2`´ 1q “ p´1qk```122k´2`
ÿ

j1,...,j2k´1ě0
2`´1`2j1`¨¨¨`2j2k´1“2k´1

2k´1
ź

r“1

B2jr

p2jrq!
.(2.17)
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(iii) (Supplementary laws) We have for all positive integers k

p1q
k
ÿ

`“1

δ˚2kp2`qδ2`p0q “ p´1qk´1,

p2q
k
ÿ

`“1

δ˚2kp2`qζp2`qπ
´2`
“
p´1qk

2

¨

˚

˝

1´ 22k
ÿ

j1,...,j2kě0
j1`¨¨¨`j2k“k

2k
ź

r“1

B2jr

p2jrq!

˛

‹

‚

.

Remark 2.16. Supplementary law (1) reduces (2.15) to the formula

Cpω; kq ` ik
1` p´1qk

2
Cpω; 0q “ ´

k
ÿ

`“1

δ˚kp`qL̃pω; `qπ´`.(2.18)

Proof.

(i) The formula (2.14) follows from Proposition 2.11. Let k ď m be arbitrarily chosen.
Formula (2.15) follows with (2.13) and the fact that ∆´1

m P Qmˆm is again a lower
triangular matrix, when denoting its coefficients by δ˚ν puq (analogously as it was done
in (2.11)). It is clear that all values δ˚ν puq are independent of m and ω.

(ii) We first show by induction that for ν, u ě 1 the δ˚ν puq vanish if ν ` u ” 1 pmod 2q.
This is clear for ν ă u, so we assume that u ď ν. Obviously, with the vanishing of
the above triangle in mind, the statement is equivalent to the vanishing of all “odd“
lower diagonals

D1 :“ pδ˚ν pν ´ 1qqν“2,3,...

D3 :“ pδ˚ν pν ´ 3qqν“4,5,...
...

D2k´1 :“ pδ˚ν pν ´ 2k ` 1qqν“2k,2k`1,...
...

We formally write ∆´1
8 ∆8 “ I8. First we show the vanishing of D1. Let ν ě 2.

Then we obtain, multiplying the ν-th row of the operator ∆´1
8 with the ν ´ 1-th

column of ∆8:
8
ÿ

u“1

δ˚ν puqδupν ´ 1q “
ν
ÿ

u“ν´1

δ˚ν puqδupν ´ 1q “ δ˚ν pν ´ 1qδν´1pν ´ 1q “ 0.

Hence δ˚ν pν ´ 1q “ 0, since δν´1pν ´ 1q “ ´1 (note that δνpν ´ 1q “ 0 – remember
that δνpuq “ 0 if ν ` u ” 1 pmod 2q by Remark 2.6 (iii)). Note that the sum
could be reduced to two summands in the first step since we have multiplied two
lower diagonal operators. For the induction step, we assume that we have proved
vanishing for D1, D3, ..., D2k´1. We show that under these circumstances we obtain
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the vanishing of D2k`1. Let ν ě 2k ` 2, and multiply the ν-th row of ∆´1
8 with the

ν ´ 2k ´ 1-th column of ∆8.
8
ÿ

u“1

δ˚ν puqδupν ´ 2k ´ 1q “
ν
ÿ

u“ν´2k´1

δ˚ν puqδupν ´ 2k ´ 1q “ 0.(2.19)

If ν ´ 2k ď u ď ν is of the form u “ ν ´ 2` for an integer `, we have δ˚ν puqδupν ´
2k ´ 1q “ 0 since δν´2`pν ´ 2k ´ 1q “ 0. Otherwise, if u “ ν ´ 2` ` 1, we also have
δ˚ν puqδupν ´ 2k ´ 1q “ 0 since then δ˚ν pν ´ 2` ` 1q “ 0 by assumption since ` ď k.
Hence, (2.19) reduces to

δ˚ν pν ´ 2k ´ 1qδν´2k´1pν ´ 2k ´ 1q “ 0.

Since δν´2k´1pν ´ 2k ´ 1q “ ´1, we obtain δ˚ν pν ´ 2k ´ 1q “ 0.

To obtain the coefficients δ˚ explicitly, we could of course simply use invert the
operator ∆8, which would not be too bad, since all of its finite “blocks“ are lower
diagonal with determinant ˘1. However, there is even a quicker trick that uses a
small subset of cotangent sums that are polynomials in the “period“ variable N .

To prove the formula (2.16) for δ˚2kp2`q with 1 ď ` ď k choose

ωNpzq :“
N´1
ÿ

j“1

h j
N
pzq “

i

2
pN cotpNπzq ´ cotpπzqq ,

where N ą 1 is a positive integer. A brief calculation shows ωN P W 0,´
pre . We have

for integers k ą 0

rLpωN ; kq “
ÿ

rı0 pmod Nq

´ r

N

¯´k

“

#

2ζpkqpNk ´ 1q, if k ” 0 pmod 2q,

0, else,

and for k “ 1 the right sum is understood as in (2.4). Since ωN is not weak, we have
to include the terms CpβωN ; 0q “ N ´ 1. From (2.12) and 2.1 we conclude for all
even positive integers 2k

k
ÿ

`“1

δ˚2kp2`qπ
´2`

`

´2ζp2`qpN2`
´ 1q ´ π2`δ2`p0qpN ´ 1q

˘

(2.20)

“ p´1qkN ´ p´1qk22k
k
ÿ

j0“0

¨

˚

˝

ÿ

j1,...,j2kě0
j0`j1`¨¨¨`j2k“k

2k
ź

r“0

B2jr

p2jrq!

˛

‹

‚

N2j0 .

Both sides are a polynomial in N and since this identity is valid for all N ą 1, we
obtain

´2δ˚2kp2`qζp2`qπ
´2`
“ ´p´1qk22k B2`

p2`q!

ÿ

j1,...,j2kě0
``j1`¨¨¨`j2k“k

2k
ź

r“1

B2jr

p2jrq!

by comparing coefficients. Note that by the classical result

ζp2`q “ p´1q`´1
p2πq2`B2`

2p2`q!
, ` “ 1, 2, 3, ...,
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this is equivalent to

δ˚2kp2`q2
2`
p´1q`

B2`

p2`q!
“ p´1qk`122k B2`

p2`q!

ÿ

j1,...,j2kě0
``j1`¨¨¨`j2k“k

2k
ź

r“1

B2jr

p2jrq!

and with B2` ‰ 0 formula (2.16) follows easily.

The proof of formula (2.17) works similar. Take a positive integer N ” 0 pmod 4q,
set a “ N

4
and

ηNpzq :“
N´1
ÿ

j“1

sin

ˆ

πj

2

˙

h j
N
pzq “

N´1
ÿ

j“1

χ4pjqh j
N
pzq,

where χ4 is the non-principal character modulo 4. Clearly ηN is weak with level N .
Together with (2.12) and (2.2) we obtain for positive integers 2k ´ 1

´ 2
k
ÿ

`“1

δ˚2k´1p2`´ 1qπ1´2`Lpχ4; 2`´ 1qN2`´1
“

N´1
ÿ

j“1

sin

ˆ

πj

2

˙

cot2k´1
ˆ

πj

N

˙

“ p´1qk22k´1
ÿ

j1,...,j2k´1,µ,νě0
2j1`¨¨¨`2j2k´1`µ`ν“2k´1

ˆ

N

4

˙µ

N ν 1

µ!

Bν

ν!

2k´1
ź

r“1

B2jr

p2jrq!

“ p´1qk22k´1
ÿ

j0,j1,...,j2k´1ě0
j0`2j1`¨¨¨`2j2k´1“2k´1

j0
ÿ

a“0

Ba4
a´j0

pj0 ´ aq!a!

2k´1
ź

r“1

B2jr

p2jrq!
N j0 .

Using the classical formula

Lpχ4; 2`´ 1q “ p´1q`´1
E2`´2π

2`´1

4`p2`´ 2q!
, ` “ 1, 2, 3, ...,

we obtain by comparing coefficients:

p´1q`δ˚2k´1p2`´ 1qE2`´2

22`´1p2`´ 2q!
“ p´1qk22k´122´4`S2`´1

ÿ

j1,...,j2k´1ě0
2`´1`2j1`¨¨¨`2j2k´1“2k´1

2k´1
ź

r“1

B2jr

p2jrq!

with

S2`´1 :“
2`´1
ÿ

a“0

Ba4
a

p2`´ 1´ aq!a!
.

The identity

S2`´1 “ ´
E2`´2

p2`´ 2q!

follows with the fact that
˜

8
ÿ

m“0

Bm4m

m!
xm

¸˜

8
ÿ

n“0

xn

n!

¸

` x
8
ÿ

p“0

E2p

p2pq!
x2p “

4xex

e4x ´ 1
`

2xex

e2x ` 1
“

2x

ex ´ e´x

is an even function. The formula now follows after a simple rearrangement.
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(iii) Looking again at (2.20) we obtain by comparing the coefficients belonging to N :

´

k
ÿ

`“1

δ˚2kp2`qδ2`p0q “ p´1qk “ ´i2k.

This proves supplementary law (1). On the other hand, making this comparison for
the constant terms we find

2
k
ÿ

`“1

δ˚2kp2`qζp2`qπ
´2`
`

k
ÿ

`“1

δ˚2kp2`qδ2`p0q “ ´p´1qk22k
ÿ

j1,...,j2kě0
j1`¨¨¨`j2k“k

2k
ź

r“1

B2jr

p2jrq!

and using supplementary law (1) we immediately see (2).

This completes the proof. �

It is clear by the vanishing of δ˚ and δ for arguments ν ` u ” 1 pmod 2q that

2k´1
ÿ

`“1

δ˚2k´1p`qδ`p0q “ 0.

Hence
k
ÿ

`“1

δ˚kp`qδ`p0q “ ik
1` p´1qk

2

and with (2.15) we obtain (2.18).

We want to apply these theorems to make statements about cotangent sums using L-
functions. What we need is the following classical result due to Leopoldt.

Theorem 2.17. Let χ be a primitive character modulo N and k be a positive integer.
Put δ :“ 1´χp´1q

2
. If k ” δ pmod 2q, then

Lpχ; kq “ p´1q1`
k´δ
2
Gpχq
2iδ

Bk,χ

k!

ˆ

2π

N

˙k

.

Here the numbers Bk,χ are the generalized Bernoulli numbers defined by the identity

N
ÿ

a“1

χpaqzeaz

eNz ´ 1
“

8
ÿ

n“0

Bn,χ

n!
zn.

Remark 2.18. Let χ be a character modulo N . Note that we can express Bn,χ in terms
of the standard Bernoulli numbers by the formula

Bn,χ “

N´1
ÿ

j“1

χpjq
n
ÿ

u“0

ˆ

n

u

˙

Buj
n´uNu´1.(2.21)

It follows that if χ is real we have Bn,χ P Q.
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We can use this to determine a closed formula for the character cotangent sums

Cpχ;mq :“
N´1
ÿ

j“1

χpjq cotm
ˆ

πj

N

˙

.

Corollary 2.19. Let χ` be an even and χ´ be an odd primitive character modulo N ą 1
and m ě 1 be an integer. We have the explicit formulas

Cpχ`; 2mq “ Gpχ`q
m
ÿ

`“1

p´1q`22`δ˚2mp2`q
B2`,χ`

p2`q!
.(2.22)

and

Cpχ´; 2m´ 1q “ iGpχ´q
m
ÿ

`“1

p´1q`22`´1δ˚2m´1p2`´ 1q
B2`´1,χ´

p2`´ 1q!
.(2.23)

In particular, independently of m, one has

Gpχ`q´1Cpχ`; 2mq P Qpχ`pg1q, ..., χ`pgtqq Ă Qpe
2πi
ϕpNq q(2.24)

and

iGpχ´q´1Cpχ´; 2m´ 1q P Qpχ´pg1q, ..., χ´pgtqq Ă Qpe
2πi
ϕpNq q(2.25)

respectively, where the integers g1, ..., gt modulo N are generators of FˆN and ϕpNq is
Euler’s totient function.

Proof. Define

ωχ˘pzq :“
N´1
ÿ

j“1

χ˘pjqh j
N
pzq.

Then ωχ˘pzq is weak and hence Cpβωχ˘ ; 0q “ 0. By Theorem 2.17 one obtains

rLpωχ` ; 2`q “ p´1q``1Gpχq
B2`,χ`

p2`q!
p2πq2`

and similarly

rLpωχ´ ; 2`´ 1q “ p´1q``1iGpχq
B2`´1,χ´

p2`´ 1q!
p2πq2`´1.

Note that we obtain an additionally factor 2 (by symmetry) and N2` and N2`´1 (by the
residues), respectively, in this calculation. The formulas (2.22) and (2.23) now follow with
Theorem 2.15.
To see (2.24) and (2.25) we first note that the right inclusions follow from g

ϕpNq
j ” 1

pmod Nq. By (2.21) we see Bn,χ P Qpχpg1q, ..., χpgtqq and with (2.22) and (2.23) we are
done. �

Corollary 2.20. Let p be a prime and χ be the Legendre symbol modulo p. Then we have
for all m P N

?
pCpχ;mq P Q.
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Proof. For the Legendre symbol χ we have the identity

Gpχq “

#

?
p, if p ” 1 pmod 4q

i
?
p, if p ” 3 pmod 4q.

Since χ is real, it is rational, and the claim follows with Corollary 2.19. �

There has been lots of effort finding closed values for Gauss sums. The reader may wish
to consult for example [16] for an elementary overview.

Example 2.21. With Mathematica we obtain the identities

cot2
´π

5

¯

´ cot2
ˆ

2π

5

˙

´ cot2
ˆ

3π

5

˙

` cot2
ˆ

4π

5

˙

“
8
?

5
,

cot6
´ π

13

¯

´cot6
ˆ

2π

13

˙

`cot6
ˆ

3π

13

˙

`cot6
ˆ

4π

13

˙

´cot6
ˆ

5π

13

˙

`cot6
ˆ

6π

13

˙

´cot6
ˆ

7π

13

˙

´ cot6
ˆ

8π

13

˙

` cot6
ˆ

9π

13

˙

` cot6
ˆ

10π

13

˙

´ cot6
ˆ

11π

13

˙

` cot6
ˆ

12π

13

˙

“
31832
?

13
,

and

cot13
´π

7

¯

`cot13
ˆ

2π

7

˙

´cot13
ˆ

3π

7

˙

`cot13
ˆ

4π

7

˙

´cot13
ˆ

5π

7

˙

´cot13
ˆ

6π

7

˙

“
494370

49
?

7
.

Also we can use the results about cotangent sums to derive properties about L-functions
having trigonometric coefficients.

Corollary 2.22. Let Ăcot “ cot except Ăcotpπnq :“ 0 for all n P Z. Let N ą a ě 1 and
n1, n2, n3 ě 0 be integers such that n1n2 “ 0. We then have for k ě 1 with n1 ` n3 ” k
pmod 2q:

8
ÿ

n“1

sinn1
`

2πan
N

˘

cosn2
`

2πan
N

˘

Ăcot
n3 `πn

N

˘

nk
P Qπk.

Proof. The condition n1`n3 ” r pmod 2q implies that the coefficients (when extended to
Z) define an even/odd function if and only if r is even/odd. The result now follows with
the well-known expressions for sinn and cosn in terms of linear combinations of multiple
arguments sin and cos functions and Theorems 2.2 and 2.14. �

Remark 2.23. Again, using Theorems 2.2 and 2.15, one can find rather complicated
explicit formulas for the above Dirichlet series in terms of the values δνpuq.

We can use this formalism to give a purely Fourier analytic proof for Theorem 2.2. Re-
member the modified Clausen function

Sl2k´1pθq :“
8
ÿ

n“1

sinp2πθnq

n2k´1
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and

Sl2kpθq :“
8
ÿ

n“1

cosp2πθnq

n2k
.

Using standard Fourier analysis one obtains for 0 ď θ ă 1:

Sl2k´1pθq “
p´1qkp2πq2k´1

2p2k ´ 1q!

2k´1
ÿ

j“0

ˆ

2k ´ 1

j

˙

Bjθ
2k´1´j(2.26)

and

Sl2kpθq “
p´1qk´1p2πq2k

2p2kq!

2k
ÿ

j“0

ˆ

2k

j

˙

Bjθ
2k´j.(2.27)

We can now use Theorem 2.15 to find the closed formulas provided in Theorem 2.2. To
see this, put θ “ a

k
for 0 ă a ă k. Consider the function

ωpzq “
k´1
ÿ

j“1

cos

ˆ

2πaj

k

˙

h j
k
pzq

which lies in W 0,´
pre . Then, we have for even values 2` ą 0

rLpω; 2`q “
ÿ

uı0 pmod kq

cos

ˆ

2πau

k

˙

´u

k

¯´2`

“ 2
8
ÿ

u“1

cos

ˆ

2πau

k

˙

´u

k

¯´2`

´ 2
8
ÿ

u“1

u´2`

and by (2.27) this equals to

´2ζp2`q `
p´1q`´1p2πkq2`

p2`q!

2
ÿ̀

j“0

ˆ

2`

j

˙

Bj

´a

k

¯2`´j

.

For odd values 2`´ 1 ą 0 we find rLpω; 2`´ 1q “ 0. Note also that the sum Cpω; 0q “ ´1
for obvious reasons. Hence, with Theorem 2.15 we find

Cpω; 2mq ` p´1qm “ ´
m
ÿ

`“1

δ˚2mp2`qrLpω; 2`qπ´2`.(2.28)

By supplementary law (2) we have

2
m
ÿ

`“1

δ˚2mp2`qζp2`qπ
´2`
“ p´1qm ` p´1qm`122m

ÿ

j1,...,j2mě0
2j1`¨¨¨`2j2m“2m

2m
ź

r“1

B2jr

p2jrq!
.(2.29)

On the other hand, a straightforward calculation shows

´ δ˚2mp2`q
p´1q`´1p2πkq2`

p2`q!

2
ÿ̀

j“0

ˆ

2`

j

˙

Bj

´a

k

¯2`´j

“ p´1qm`122m
2
ÿ̀

µ“0

ÿ

j1,...,j2mě0
2``2j1`¨¨¨`2j2m“2m

a2`´µkµBµ

p2`´ µq!µ!

2m
ź

r“1

B2jr

p2jrq!
.

The cosine formula of Theorem 2.2 follows now by summing this over ` “ 1, ...,m, making
the substitution 2` “ ν ` µ and adding everything together. Note that the p´1qm in
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(2.28) will cancel with that of (2.29) and that the formula (2.29) due to supplementary
law (2) is just the case 2` “ µ ` ν “ 0, completing the sum in (2.3). Similarly, we can
show the sine formula (2.2) in full generality.

Remark 2.24. Note that we only have used the polynomials Pm and Qm defined by

PmpNq “
N´1
ÿ

j“1

cotm
ˆ

πj

N

˙

QmpNq “
4N´1
ÿ

j“1

χ4pjq cotm
ˆ

πj

4N

˙

in the proof of Theorem 2.15.

3. The space Wpre,8 and applications

The proof of Theorem 1.4 did not use the order of the poles that occurred, only their
locations. This motivates us to generalize the concept of pre-weak functions in the sense,
that we allow them to have poles of arbitrary order. In this section we investigate analo-
gous transformation laws for this kind of situation and will apply this to specific types of
q-series, see also Theorem 3.11.

Definition 3.1. We call a meromorphic function ω pre-weak of degree d, if all conditions
for pre-weak functions are satisfied except that ω has a pole of order d (and all other poles
have order at most d). We denote the vector space of pre-weak functions with degree at
most a with Wpre,a. We collect all pre-weak functions of arbitrary degree in the space

Wpre,8 “

8
ď

a“1

Wpre,a.

Even in the higher degree situation, we will still use the notation

ϑkpω b η; τq “ ´2πi
ÿ

xPRˆ
resz“x

`

zk´1ηpzqωpzτq
˘

.

Like in the special case a “ 1 it is quite easy to classify all pre-weak functions of degree
at most a using elementary complex analytic ideas. For this purpose we abbreviate

hx,`pzq “
epzq

pepxq ´ epzqq`
.(3.1)

We now find that there are uniquely determined functions βj : R{ZÑ C, 1 ď j ď a, such
that

ωpzq “ ωpi8q `
a
ÿ

j“1

ÿ

xPR{Z

βjpxqhx,jpzq.

In other words, there is an isomorphism

Wpre,8 – C‘
à

`ě1

pR{ZqC0 .
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As we will see later, it is natural to study transformations of rational functions when ap-
plying the differential B “ 1

2πi
B

Bz
. Note that hx,`pzq satisfies the differential equation

Bhx,`pzq “ p1´ `qhx,`pzq ` `epxqhx,``1pzq.(3.2)
We define the projection π1 : W i8

pre,8 Ñ W i8
pre,1 by

π1

¨

˝

Nω
ÿ

`“1

ÿ

xPR{Z

βω,`pxqhx,`pzq

˛

‚“
ÿ

xPR{Z

βω,1pxqhx,1pzq.

This implies

Proposition 3.2. We have the exact sequence

0 ÝÑ W i8
pre,8

B
ÝÑ W i8

pre,8
π1
ÝÑ W i8

pre,1 ÝÑ 0.

Proof. It is clear that π1 is onto and that the extended homomorphism Wpre,8
B
ÝÑ Wpre,8

has kernel C. Since W i8
pre,8 X C “ 0, it follows that B is injective.

To see impBq Ă kerpπ1q we observe that

B

r
ÿ

`“1

ÿ

xPR{Z

β`pxqhx,`pzq “
r
ÿ

`“1

ÿ

xPR{Z

β`pxqpp1´ `qhx,`pzq ` `epxqhx,``1pzqq

has no non-vanishing term hx,1pzq. On the other hand, if f P kerpπ1q, it is of the form

fpzq “
r
ÿ

`“2

ÿ

xPR{Z

γ`pxqhx,`pzq.

Again with (3.2) we inductively see that there is a g P W i8
pre,8 such that Bpgq “ f . �

Together with Wpre,1 – C‘W i8
pre,1 we obtain the following.

Corollary 3.3. We have a canonical isomorphism

Wpre,8 – C‘
à

ně0

B
nW i8

pre,1.

Together with the isomorphism
W i8

pre,1 – Wweak,1 ‘ Ch0,1
we quickly obtain

BW i8
pre,1 – BWweak,1 ‘ Ch0,2.

Putting everything together we obtain the following decompositions.

Corollary 3.4. Let a be an integer. Then we have the decompositions

Wweak,a – Wweak,1 ‘

a´1
à

n“1

B
nW i8

pre,1 – Wweak,1 ‘

a´2
à

n“0

B
n
pBWweak,1 ‘ Ch0,2q .

At some stage it will be crucial to change from Wweak,8 to Wpre,8 in the sense of decom-
positions into derivatives. This is done in the obvious way.
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Proposition 3.5. Let ω P Wweak,a. Then we have the following identity between decom-
positions provided by Corollary 3.4:

ω “ λ0 `
a´1
ÿ

j“1

B
jλj “ λ0 `

a´1
ÿ

j“1

B
j´1
pBωj ` cjh0,2q,

where λ0, ωj P Wweak,1, λj P W i8
pre,1 for 1 ď j ď a ´ 1. As a result, we get for all

0 ď j ď a´ 1 the corresponding coefficients

βλjpyq “

#

βωjpyq, y “ 0,

βωjp0q ` cj, y “ 0,

where c0 :“ 0.

The next lemma provides some useful differential identities.

Lemma 3.6. Let be k P Z and ω b η P Wb

pkq.

(i) We have ϑkpBzω b η; τq “ Bτϑk´1pω b η; τq.

(ii) We have ϑkpω b Bzη; τq “ 1
2πi
p1´ k ´ τ B

Bτ
qϑk´1pω b η; τq.

Proof. Since interchanging residue and differential operator is legitimated we easily see

Bτ

ÿ

αPR{Z

resz“α
`

zk´2ηpzqωpτzq
˘

“
ÿ

αPR{Z

resz“α

ˆ

zk´1ηpzq
1

2πi
ω1pτzq

˙

.

This proves (i).
For (ii) let fpzq “ zk´1ωpτzq. Then we note

0 “ resz“z0ppfpzqηpzqq
1
q “ resz“z0fpzqη

1
pzq ` resz“z0f

1
pzqηpzq

and hence

ϑkpω b η
1; τq “ 2πi

ÿ

αPR{Z

resz“α
`

pk ´ 1qzk´2ωpτzqηpzq ` zk´1τω1pτzqηpzq
˘

“ p1´ kqϑk´1pω b η; τq ´ τϑkpω
1
b η; τq

“

ˆ

p1´ kq ´ τ
B

Bτ

˙

ϑk´1pω b η; τq,

according to (i). �

As an application of the more general formalism we want to give a description of a special
case of the main transformation law in the language of series of rational functions. To
make things more explicit, we are going to use differentials of the form

w0 ` w1τ
B

Bτ
` w2τ

2 B
2

Bτ 2
` ¨ ¨ ¨ ` wnτ

n B
n

Bτn
, wi P C,

and apply the results of Lemma 3.6. Since the lemma tells us

ϑkpω b Bzη; τq “
1

2πi

ˆ

1´ k ´ τ
B

Bτ

˙

ϑk´1pω b η; τq,
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it seems reasonable to look at differentials

Dk,n “ p2πiq
´n
p1´ k ´ τ

B

Bτ
qp2´ k ´ τ

B

Bτ
q ¨ ¨ ¨ pn´ k ´ τ

B

Bτ
q

“ p2πiq´n
n
ÿ

`“0

˜

n
ÿ

j“0

p´1qn
"

j

`

*

κ1´k,n´kpjq

¸

τ `
B`

Bτ `

to find that
ϑkpω b B

n
z η; τq “ Dk,nϑk´npω b η; τq.

Here
 

j
`

(

denote the Stirling numbers of the second kind and for integers b ě a ´ 1 the
numbers κa,bpjq are defined by

pX ´ aqpX ´ a´ 1q ¨ ¨ ¨ pX ´ bq “
b´a`1
ÿ

j“0

κa,bpjqX
j.

We abbreviate spn, `q :“ p2πiq`´n´1
řn
j“0p´1qn`1

 

j
`

(

κ1´k,n´kpjq.

It is remarkable that we still obtain a simple modular relationship between ϑkpω b η; τq
and ϑkpη b pω; τq, as it was the case in Theorem 1.4.

Theorem 3.7. Let ωbη P Wweak,8bWweak,8, where ω and η have the Laurent expansions

ωpzq “
8
ÿ

n“´U

anz
n,

ηpzq “
8
ÿ

n“´V

bnz
n.

We then have the identity

ϑk

ˆ

ω b η;´
1

τ

˙

“ p´1qk´1τ kϑkpη b pω; τq ` 2πi
U`V´k
ÿ

c“0

bc´V aV´k´cp´1qV´cτV´c.

Proof. The proof is essentially the same as the one of Theorem 1.4. We may choose τ “ iy
with y ą 0 and use the rapid decay of the functions ω and η for increasing imaginary
parts to show

1

2πi

¿

|z|“N`ε

zk´1ηpzqωpzτqdz “
ÿ

´NďxďN
x‰0

`

resz“x ` resz“´x
τ

˘ `

zk´1ηpzqωpzτq
˘

` resz“0
`

zk´1ηpzqωpzτq
˘

“ op1q,

where ε ą 0 is fixed and sufficiently small (note that ω and η are periodic and only have
real poles).

Put gτ pzq :“ zk´1ηpzqpωpzτq and hτ pzq :“ zk´1ωpzqηpzτq. For each τ P H we obtain the
functional equation

gτ

´

´
z

τ

¯

“ p´τq1´kzk´1η
´

´
z

τ

¯

pωp´zq “ p´τq1´kh´ 1
τ
pzq.
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Hence

resz“´x
τ
pgτ pzqq “ ´

1

τ
resz“x

´

gτ

´

´
z

τ

¯¯

“ p´τq´kresz“x

´

h´ 1
τ
pzq

¯

(3.3)

by the linearity of the residue. For the residue in z “ 0 we obtain

resz“0 pgτ pzqq “ resz“0

˜

zk´U´V´1

˜

8
ÿ

`“0

b`´V z
`

¸˜

8
ÿ

`“0

p´1q`´Ua`´Uτ
`´Uz`

¸¸

“ resz“0

˜

zk´U´V´1

˜

8
ÿ

`“0

˜

ÿ̀

c“0

bc´V a`´c´Up´1q`´c´Uτ `´c´U

¸

z`

¸¸

“

U`V´k
ÿ

c“0

bc´V aV´k´cp´1qV´k´cτV´k´c

and hence

´2πi
ÿ

xPRˆ
resz“x pgτ pzqq ´ 2πi

ÿ

xPRˆ
resz“´x

τ
pgτ pzqq ´ 2πi resz“0 pgτ pzqq “ 0,

and by (3.3) this implies

ϑkpη b pω; τq ´ 2πi
U`V´k
ÿ

c“0

bc´V aV´k´cp´1qV´k´cτV´k´c “ ´p´τq´kϑk

ˆ

ω b η;´
1

τ

˙

.

Multiplying this by p´1qk´1τ k proves the claim. �

This framework can be used to derive transformation laws of “higher“ functions ϑkpω b
η; τq, where ωpzq and ηpzq are allowed to have poles of higher degree. The outcomes are
functions of the form

fpτq “ g0pτq ` τg1pτq ` ¨ ¨ ¨ ` τ
ngnpτq,

where the gjpτq are Fourier series on the upper half plane, such that the fpτq possess
non-trivial transformation properties. We will omit the details of this extremely technical
setup but will give examples in order to convince the reader of its usefulness. We will
not use Theorem 3.7 in full generality and show examples with rational poles and lower
degrees.

Example 3.8. Let k ě 6 be an even integer. Put

ωpzq :“ cscp2πzq

and
ηpzq :“ i cotp2πzq cscp2πzq.

Then we have
Bzpωpzqq “ ηpzq

and hence obtain

ϑkpBzω b Bzω; τq “ Bτϑk´1pω b Bzω; τq “
1

2πi
Bτ

ˆ

2´ k ´ τ
B

Bτ

˙

ϑk´2pω b ω; τq.



34 JOHANN FRANKE

This equals to

´
1

4π2

ˆ

p1´ kq
B

Bτ
ϑk´2pω b ω; τq ´ τ

B2

Bτ 2
ϑk´2pω b ω; τq

˙

.

One could now use the transformation properties of ϑk´2pω b ω; τq given in Theorem 1.4
to make final conclusions. But we will use Theorem 3.7 to investigate ϑkpη b η; τq. Let n
be a non-zero integer. We obtain with the series expansions

zk´1ηpzτq “ A0 ` A1

´

z ´
n

2

¯

`O

ˆ

´

z ´
n

2

¯2
˙

with

A0 “ i
´n

2

¯k´1

cotpnπτq cscpnπτq

A1 “ ipk ´ 1q
´n

2

¯k´2

cotpnπτq cscpnπτq ´ 2i
´n

2

¯k´1
`

πτ cscpnπτq ` 2πτ cot2pnπτq cscpnπτq
˘

and
ηpzq “

ip´1qn

4π2pz ´ n
2
q2
`Op1q

for k ě 6:

4π2resx“n
2

`

zk´1ηpzqηpzτq
˘

“ p´1qn`1pk ´ 1q
´n

2

¯k´2

cotpnπτq cscpnπτq

` 2p´1qn
´n

2

¯k´1
`

πτ cscpnπτq ` 2πτ cot2pnπτq cscpnπτq
˘

.

Since we have

cotpπnτq cscpπnτq “ ´
2pqn ` 1qq

n
2

pqn ´ 1q2
,

cscpnπτq “
2iq

n
2

qn ´ 1
,

cot2pnπτq cscpnπτq “ ´
2ipqn ` 1q2q

n
2

pqn ´ 1q3
,

we obtain by symmetry and Theorem 3.7 (note that sgnpηq “ 1), that fkpτq with series
representation

pk ´ 1q
8
ÿ

n“1

p´1qnnk´2
p1` qnqq

n
2

p1´ qnq2
` πiτ

8
ÿ

n“1

p´1qnnk´1
p1` 6qn ` q2nqq

n
2

p1´ qnq3

satisfies

fk

ˆ

´
1

τ

˙

“ ´τ kfkpτq.

Example 3.9. This example is very similar to Example 3.8, we choose

ωpzq “ ηpzq :“ csc2p2πzq
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this time. The main difference is that ωpzq has no integral function that is weak, since
the integral is given by ´ 1

2π
cotp2πzq ` C, compare also the result of Corollary 3.4. Let

k ě 6 be even. Very similar to Example 3.8 we find for

fkpτq :“ pk ´ 1q
8
ÿ

n“1

nk´2
qn

p1´ qnq2
` 2πiτ

8
ÿ

n“1

nk´1
p1` qnqqn

p1´ qnq3
,

the transformation law

fk

ˆ

´
1

τ

˙

“ ´τ kfkpτq.

Definition 3.10. We say that a holomorphic q-series

fpτq :“
8
ÿ

n“0

apnqq
n
N

on the upper half plane has rational type pM,Nq, if there is a N-periodic arithmetic
function ψpnq, a polynomial P and a rational function R with poles only in tz “ ζjM , 0 ď
j ăMu and Rp8q “ Rp0q “ 0, such that

fpτq “
ÿ

nPZzt0u

ψpnqP pnqR
`

q
n
N

˘

.

Theorem 3.11 (Transformation law for rational type q-series). Let f be a pM,Nq-rational
type q-series with periodic function satisfying

řN
j“1 ψpjq “ 0, and with rational R which

has poles of degree at most a. Put δpψq “ 0 if ψp0q “ 0 and δpψq “ 1, else. Then there
is a polynomials Q´1pXq of degree at most ´ordX“1pRq ´ ordX“0pP q ´ 1, and complex
numbers A0 and A1, such that

f

ˆ

´
1

τ

˙

“ Q´1

ˆ

´
1

τ

˙

` A0 ` δpψqA1τ ` τ
degpP q`1

a´1
ÿ

j“0

τ jsjpτq,

where each sjpτq is a finite sum of q-series of rational type pN,Mq.

Proof. We are able to present a constructive proof, but we will only sketch the ideas
of construction. Without loss of generality, we assume P pnq “ nk´1 with an arbitrary
integer k ą 0. Hence ordX“0pP q “ k ´ 1. For each pM,Nq-rational type series with the
additional assumption

řN
j“1 ψpjq “ 0 we find weak functions

ηpzq :“ Nk´1
N
ÿ

j“1

ψpjqh j
N
pzq

and
ωpzq :“ Rpepzqq

such that
fpτq “ ϑkpω b η; τq.

With Theorem 3.7 we find polynomials Q´1pXq and Q1pXq such that

f

ˆ

´
1

τ

˙

“ Q´1

ˆ

´
1

τ

˙

`Q1pτq ` p´1qk´1τ kϑkpη b pω; τq.
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But since V ď 1 and V ď 0 if and only if δpψq “ 0, we see that Q1 has degree at most 1
and 1 only if δpψq “ 1. On the other hand, also by Theorem 3.7, Q´1pXq has degree at
most U ´ k “ ´ordX“1pRq ´ ordX“0pP q ´ 1 (note that ordX“0pP q is the correct measure
at this point, since if P had more higher degree terms then the degree of Q´1 would be
smaller for these terms). For any fixed x “ j

M
‰ 0, consider the expansions

pωpzq “
8
ÿ

ν“´V

bν

ˆ

j

M

˙ˆ

z ´
j

M

˙ν

,

ηpzτq “
8
ÿ

u“0

τuηpuq
`

jτ
M

˘

u!

ˆ

z ´
j

M

˙u

.

With this we obtain, that resz“ j
M

`

zk´1pωpzqηpzτq
˘

equals

resz“ j
M

˜

ÿ

µ,ν`V,uě0

ˆ

k ´ 1

µ

˙ˆ

j

M

˙k´1´µ

bν

ˆ

j

M

˙

τuηpuq
`

jτ
M

˘

u!

ˆ

z ´
j

M

˙µ`ν`u
¸

.

For any triple µ` ν ` u “ ´1 with 0 ď µ ď k ´ 1 this is essentially of the form

jk´1´µbν

ˆ

j

M

˙

τuηpuq
ˆ

jτ

M

˙

,

and since ηpuq is weak again, hence of the form W pq
j
M q (note that W p0q “ W p8q “ 0 and

W may only have poles in roots of unity ζjN) and βνpxq is 1-periodic, we may sum this
over all j1 ” j pmod Mq to obtain a pN,Mq-rational type series

τu
ÿ

j1PZzt0u

j1k´1´µ rbνpj
1
qW

´

q
j1

M

¯

,

where the M -periodic rbνpj
1q takes the value bν

´

j1

M

¯

if j1 ” j pmod Mq and 0 else. Sum-
ming up all the terms shows the claim, since 0 ď u ď a´ 1 is not negative. �

Finally, we give one more example.

Example 3.12. Consider the weak functions ωpzq :“ csc3p2πzq and ηpzq :“ cscp2πzq.
Put P pnq :“ nk´1 with some even integer k ě 6. This implies a “ 3, ordX“0pP q “
degpP q “ k ´ 1, V “ 1 and U “ 3. Following Theorem 3.11, the q-series

fkpτq :“ ´2πi
8
ÿ

n“1

1

π
p´1qn

´n

2

¯k´1 p2iq3q
3n
2

pqn ´ 1q3
“ 16

8
ÿ

n“1

p´1qn
´n

2

¯k´1 q
3n
2

p1´ qnq3
,

which is essentially ϑkpω b η; τq, satisfies the transformation law

fk

ˆ

´
1

τ

˙

“ ´τ kpg1pτq ` g4pτqq ´ τ
k`1g2pτq ´ τ

k`2g3pτq,
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where

g1pτq :“ 2p´2πiq
8
ÿ

n“1

p´1qn

4π
p´ cscpπnτqq

´n

2

¯k´1

“ 2
8
ÿ

n“1

p´1qn
´n

2

¯k´1 q
n
2

1´ qn
,

g2pτq :“ 2p´2πiq
8
ÿ

n“1

p´1qn

8π3
2π cotpπnτq cscpπnτqpk ´ 1q

´n

2

¯k´2

“
2ipk ´ 1q

π

8
ÿ

n“1

p´1qn
´n

2

¯k´2 p1` qnqq
n
2

p1´ qnq2
,

g3pτq :“ 2p´2πiq
8
ÿ

n“1

p´1qn

8π3
p´2q

`

π2 cscpπnτq ` 2π2 cot2pπnτq cscpπnτq
˘

´n

2

¯k´1

“ 2
8
ÿ

n“1

p´1qn
´n

2

¯k´1
ˆ

q
n
2

1´ qn
´

2p1` qnq2q
n
2

p1´ qnq3

˙

,

g4pτq :“ 2p´2πiq
8
ÿ

n“1

p´1qn

8π3
p´ cscpπnτqq

pk ´ 1qpk ´ 2q

2

´n

2

¯k´3

“
pk ´ 1qpk ´ 2q

2π2

8
ÿ

n“1

p´1qn
´n

2

¯k´3 q
n
2

1´ qn
.

Note that we were able to start summation at n “ 1 by symmetry.

4. Eichler duality

Let k ě 2 be an integer. In this last section we develop an explicit formula for the k ´ 1-
fold integral of ϑkpωb η; τq in the case ωb η P Wweak,arTN s bW i8

pre,1rTM s. On the rational
function side it is given by a duality using Fourier transforms. In the following we give
the definition of an m-fold integral as we will use it.

Definition 4.1. Let m ě 0 be an integer. Then we define the m-fold integral map
ş

m
by

ż

m

: C`0 rrq1{M ss ÝÑ C`0 rrq1{M ss

fpτq “
8
ÿ

n“1

af pnqq
n{M

ÞÝÑMm
8
ÿ

n“1

af pnqn
´mqn{M .

Note that this is the inverse function of Bmτ defined on C`0 rrqss.

Before we start we shortly introduce the Fourier transform of a pre-weak function with
rational poles. Let N be an integer. Then we define

FN : W i8
pre,1rTN s

„
ÝÑ W i8

pre,1rTN s

N
ÿ

j“1

βpj{Nqhj{N ÞÝÑ
N
ÿ

j“1

FNpβqpjqhj{N .
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A simple calculation verifies, that the inverse of this isomorphism is given by

F´1
N : W i8

pre,1rTN s
„
ÝÑ W i8

pre,1rTN s
N
ÿ

j“1

βpj{Nqhj{N ÞÝÑ
N
ÿ

j“1

F´1
N pβqpjqhj{N ,

where

F´1
N pβqpjq :“

1

N

N
ÿ

k“1

βpk{Nqe2πijk{N .

In order to prove Eichler duality we will introduce the following bracket notation which
will simplify a lot.

Definition 4.2. Let γ be a function in pR{ZqC0 and β : RÑ C be bounded. We put

rβ b γsk,`pτq “ 2
ÿ

tPRą0

¨

˚

˚

˚

˝

ÿ

d1PRą0
d2PN
d1d2“t

dk´11 γpd1qd
`
2β pd2q

˛

‹

‹

‹

‚

qt.

Note that rβ b γsk,` always represents a holomorphic function on the upper half plane
with a zero in τ “ i8.
In the following we want to find the Fourier expansion of ϑkpω, η; τq in the case that η
has degree 1. This case is the most important one for most of our applications such as
Eichler integrals. One of our main tools is a certain differential equation satisfied by the
above introduced Fourier series.

Remark 4.3. From now on, if not defined differently, we assume that if some ω b η P
Wpre,8 bWpre,8 is used together with some integer k we have sgnpωqsgnpηq “ p´1qk.

Lemma 4.4. We have
Bτ rβ b γsk,` “ rβ b γsk`1,``1.

Proof. Since we can differentiate termwise we obtain

Bτ2M
1´k

8
ÿ

m“1

¨

˝

ÿ

d|m

dk´1γpdq
´m

d

¯`

β
´m

d

¯

˛

‚e2πiτ
m
M

“ 2M1´kM´1
8
ÿ

m“1

¨

˝

ÿ

d|m

dk´1dγpdq
´m

d

¯` m

d
β
´m

d

¯

˛

‚e2πiτ
m
M

“ 2M´k
8
ÿ

m“1

¨

˝

ÿ

d|m

dkγpdq
´m

d

¯``1

β
´m

d

¯

˛

‚e2πiτ
m
M

“ rβ b γsk`1,``1pτq.

�
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Proposition 4.5. Let k ” 1¯1
2

mod 2 be an integer and ω b η P Wb,˘
pkq rTN , TM s. Then

we have for all τ on the upper half plane

(i)
ϑkpω b η; τq “ A` rFNpβωq b βηsk,0pτq

where

A “

#

2ω˘pi8qLpη; 1´ kq, k ă 0,

0, k ě 0.

(ii)
ϑk ph0,2 b η; τq “ r1b βηsk,1pτq.

Here 1pxq “ 1 for all x P 1
N
Z{Z.

Note that we use the convention of Remark 4.3 for all such assertions.

Proof. We first observe that for all α P Zzt0u

resz“ α
M

`

zk´1ηpzqωpzτq
˘

“
i

2π
M1´kαk´1βηpαqω

´ατ

M

¯

.

Suppose that k is even. Let ω “ ωpi8q` ω0 with ω0 P WN and note that βω “ βω0 . Now
we obtain

ϑkpω b η; τq “ 2M1´k
8
ÿ

α“1

αk´1βηpαq
´

ωpi8q ` ω0

´ατ

M

¯¯

“ A` 2M1´k
8
ÿ

α“1

αk´1βηpαq
ÿ

jPFN

βωpjq
e
`

ατ
M
´

j
N

˘

1´ e
`

ατ
M
´

j
N

˘

“ A` 2M1´k
8
ÿ

α“1

8
ÿ

ν“1

αk´1βηpαq
ÿ

jPFN

βωpjqe

ˆ

´
jν

N

˙

qαν{M

“ A` 2M1´k
8
ÿ

m“1

ÿ

d|m

˜

dk´1βηpdq
ÿ

jPFN

βωpjqe
´2πipm{dqj{N

¸

qm{M .

In the case ωpzq “ h0,2pzq we find

ϑke ph0,2 b η; τq “ 2M1´k
8
ÿ

α“1

αk´1βηpαq
e
`

ατ
M

˘

`

1´ e
`

ατ
M

˘˘2

“ 2M1´k
8
ÿ

α“1

8
ÿ

ν“1

αk´1βηpαqνq
αν{M

“ 2M1´k
8
ÿ

m“1

ÿ

d|m

´

dk´1βηpdq
´m

d

¯¯

qm{M .

The odd case works analogously. �
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Note that the inverse Fourier transform of 1pxq is given by

F´1
N p1qpxq “ δ0pxq,

where δ0pxq “ 1 if x “ 0 mod Z and δ0pxq “ 0 for all other values x P 1
N
Z{Z. So we can

also write
ϑk ph0,2 b η; τq “ rFNpδ0q b βηsk,1pτq.

The work we have done so far now provides

Theorem 4.6. Let k ě 0 be an integer and η P Wpre,1rTM s. Let ω P Wweak,arTN s with
decomposition

ω “ λ0 `
a´1
ÿ

j“1

B
jλj

such that λ0 P WN and λj P W i8
pre,1rTN s. Then the following identity is valid on the upper

half plane:

ϑkpω b η; τq “
a´1
ÿ

j“0

rFNpβλjq b βηsk,jpτq.

Proof. Starting with an expression ω “ ω0 `
řa´1
j“1 B

j´1pBωj ` cjh0,2q with ωj P WN , we
obtain

ϑkpω b η; τq “ ϑkpω0 b η; τq `
a´1
ÿ

j“1

B
j´1
τ ϑk´jppBzωj ` cjh0,2q b η; τq

and with Lemma 4.4 and Proposition 4.5 this simplifies to

“ rβω0 b βηsk,0 `
a´1
ÿ

j“1

B
j
τ rFNpβωjq b βηsk´j,0pτq ` B

j´1
τ rcjFNpδ0q b βηsk´j`1,1pτq

“ rβω0 b βηsk,0 `
a´1
ÿ

j“1

rFNpβωj ` cjδ0q b βηsk,jpτq

where δ0pxq “ 1 if x P Z and 0 else, and finally with Proposition 3.5

“

a´1
ÿ

j“0

rFNpβλjq b βηsk,jpτq.

�

The next lemma imitates a classical result by Bol.

Lemma 4.7 (Weak Bol’s identity). Let k ě 1 and β : FN Ñ C, γ : FM Ñ C. Then we
have

ż

k´1

prβ b γsk,`q pτq “ N1``´k
rγ b βs2´k``,0

ˆ

Nτ

M

˙

.

Note that the choice of k ´ 1 is crucial for this kind of formula.
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Proof. This can be followed by direct calculation and for the convenience of the reader
we provide the details.

ż

k´1

prβ b γsk,`q pτq “2

ż

k´1

M1´k
8
ÿ

m“1

¨

˝

ÿ

d|m

dk´1γpdq
´m

d

¯`

β
´m

d

¯

˛

‚q
m
M

“ 2
8
ÿ

m“1

¨

˝

ÿ

d|m

γpdq
´m

d

¯`´k`1

β
´m

d

¯

˛

‚q
m
M

“ 2N1``´kNk´`´1
8
ÿ

m“1

¨

˝

ÿ

d|m

γ
´m

d

¯

dp2´k``q´1β pdq

˛

‚

´

q
N
M

¯
m
N

“ N1``´k
rγ b βs2´k``,0

ˆ

Nτ

M

˙

.

�

Theorem 4.8. Let k ě 1 and ω b η P Wweak,8rTN s bW i8
pre,1rTM s, where ω “

řu
j“0 B

j
zλj

with λj P W i8
pre,1rTN s as in Theorem 4.6. Then we have

ż

k´1

ϑkpω b η; τq “
u
ÿ

j“0

N1`j´kϑ2´k`j

ˆ

F´1
M η b FNλj;

Nτ

M

˙

.

Proof. First of all, Theorem 4.6 gives us

ϑkpω b η; τq “
u
ÿ

j“0

rFNpβλjq b βηsk,jpτq.

Now with Lemma 4.7 we conclude
ż

k´1

ϑkpω b η; τq “
u
ÿ

j“0

ż

k´1

rFNpβλjq b βηsk,jpτq

“

u
ÿ

j“0

N1`j´k
rβη b FNpβλjqs2´k`j,0

ˆ

Nτ

M

˙

and finally with Proposition 4.5

“

u
ÿ

j“0

N1`j´kϑ2´k`j

ˆ

F´1
M η b FNλj;

Nτ

M

˙

.

�

In order to study Eichler duality we extend the C vector space Wpre,8rTN s to a Crz, z´1s
module by putting

MN “ Wpre,8rTN s b Crz, z´1s.
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In particular, we obtain a graded algebra

MN “

8
à

j“´8

zjWpre,8rTN s,

whose elements naturally stand with the function ϑk in the sense that

ϑkpz
`
¨ ω b η; τq “ ϑkpω b z

`
¨ η; τq “ ϑk``pω b η; τq.

Definition 4.9. Let k ě 3 be an integer. Then for each 1 ď a ď k ´ 2 we define the
Eichler homomorphism

EN,Mk,a :
a´1
à

j“0

B
j
zW

i8
pre,1rTN s bW i8

pre,1rTM s ÝÑ W i8
pre,1rTM s b

a´1
à

j“0

zjW i8
pre,1rTN s

by

ω b η “
a´1
ÿ

j“0

B
j
zλj b η ÞÝÑ N1´kF´1

M η b
a´1
ÿ

j“0

pzNqjFNλj.

Theorem 4.10. We have the following assertions:

(i) The map EN,Mk,a is an isomorphism for each 1 ď a ď k ´ 2.

(ii) Consider the subspace Wweak,arTN s bW i8
pre,1rTM s Ă

Àa´1
j“0 B

j
zW

i8
pre,1rTN s bW i8

pre,1rTM s.
The diagram

Wweak,arTN s bW i8
pre,1rTM s W i8

pre,1rTM s b
Àa´1

j“0 z
jW i8

pre,1rTN s

C`0 rrq1{M ss C`0 rrq1{M ss

EN,Mk,a

ϑk

ş

k´1

pτ ÞÑ N
M
τq ˝ ϑ2´k

is commutative.

Proof. (i) We show that the map

IM,N
k,a : W i8

pre,1rTM s b
a´1
à

j“0

zjW i8
pre,1rTN s ÝÑ

a´1
à

j“0

B
j
zW

i8
pre,1rTN s bW i8

pre,1rTM s

with

xb y “ xb
a´1
ÿ

`“0

z`y` ÞÝÑ Nk´1
a´1
ÿ

`“0

N´`
B
`
zF´1

N y` b FMx
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is an inverse of EN,Mk,a . We find for ω b η P
Àa´1

j“0 B
j
zW

i8
pre,1rTN s bW i8

pre,1rTM s:

IM,N
k,a

´

EN,Mk,a pω b ηq
¯

“ IM,N
k,a

˜

N1´kF´1
M η b

a´1
ÿ

j“0

pzNqjFNλj

¸

“

a´1
ÿ

j“0

a´1
ÿ

`“0

N j´`
pδj,`B

`
zF´1

N FNλj b FMF´1
M ηq

“

a´1
ÿ

j“0

pB
j
zλj b ηq

“ ω b η.

The other way round we see for ab b P W i8
pre,1rTM s b

Àa´1
j“0 z

jW i8
pre,1rTN s:

EN,Mk,a

´

IM,N
k,a pab bq

¯

“ EN,Mk,a

˜

Nk´1
a´1
ÿ

`“0

N´`
B
`
zF´1

N b` b FMa

¸

“ Nk´1N1´k

˜

F´1
M FMxb

a´1
ÿ

j“0

N´j
pzNqjFNF´1

N bj

¸

“ ab b.

(ii) We prove that the compositions give the same output. Let ω b η P Wweak,arTN s b
W i8

pre,1rTM s and ω be given by

ω “
a´1
ÿ

j“0

B
jλj, λj P W

i8
pre,1rTN s.

Then according to Theorem 4.8 we have that
ż

k´1

ϑkpω b η; τq “
u
ÿ

j“0

N1`j´kϑ2´k`j

ˆ

F´1
M η b FNλj;

Nτ

M

˙

.(4.1)

On the other hand we find

ϑ2´k

´

EN,Mk,a pω b ηq; τ
¯

“ N1´kϑ2´k

˜

F´1
M η b

a´1
ÿ

j“0

pNzqjFNλj; τ

¸

“

a´1
ÿ

j“0

N1´k`jϑ2´k`j

`

F´1
M η b FNλj; τ

˘

.

�

Before we apply this to several situations we first recall basic facts about Eichler inte-
grals.

Proposition 4.11. Let f : H Ñ C be a holomorphic function with the following proper-
ties:



44 JOHANN FRANKE

(i) f is periodic and has a Fourier expansion of the form fpτq “
ř8

n“1 af pnqq
n{λ with

some λ ą 0.

(ii) There is an integer k ě 2 and a dual function f˚ with a Fourier expansion f˚pτq “
ř8

n“1 af˚pnqq
n{λ˚ with λ˚ ą 0, such that

fp´1{τq “ τ kf˚pτq.

(iii) The coefficients af pnq and af˚pnq are polynomially bounded, such that the corre-
sponding L-functions Lpf ; sq “

ř8

n“1 af pnqn
´s and Lf˚psq converge on some right

half plane.

Then the functions Lf and Lf˚ have meromorphic continuations to the entire plane. If
we further put

F pτq “
pk ´ 2q!

p´2πiqk´1
λk´1

8
ÿ

n“1

af pnq

ˆ

λ

n

˙k´1

qn,

and

F ˚pτq “
pk ´ 2q!

p´2πiqk´1
pλ˚qk´1

8
ÿ

n“1

af˚pnq

ˆ

λ˚

n

˙k´1

qn,

we obtain

F pτq ´ p´τqk´2F ˚p´1{τq “ Pf,f˚pτq “ p´1qk
k´2
ÿ

`“0

ˆ

k ´ 2

`

˙

i1´`Λf p`` 1qτ k´2´`,

where

Λpf ; sq “

ˆ

2π

λ

˙´s

ΓpsqLpf ; sq.

A simple but very important observation was made in [8], we have the following for-
mula.

Proposition 4.12. For primitive non-principal Dirichlet characters χ and ψ we have

Ekpχ, ψ; τq “
χp´1qp´2πiqk`1Gpψq
Nψpk ´ 1q!Gpχq

ϑkpωχ b ωψ; τq.(4.2)

It is well-known that if χ and ψ are primitive Dirichlet characters and f “ Ekpχ, ψ; τq
the corresponding L-function is

LpEkpχ, ψ; τq; sq “
2p´2πiqkGpψq
Nk
ψpk ´ 1q!

Lpχ; sqLpψ; s´ k ` 1q.
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We assume that both χ and ψ are non-principal. From identity (4.2) and Theorem 4.10
we obtain
ż

k´1

Ekpχ, ψ; τq “
χp´1qp´2πiqk`1Gpψq
Nψpk ´ 1q!Gpχq

ż

k´1

ϑkpωχ b ωψ; τq

“
χp´1qp´2πiqk`1Gpψq
Nψpk ´ 1q!Gpχq

ˆ p´1qkN1´k
χ N´1

ψ GpψqGpχqϑ2´k

ˆ

ωψ b ωχ;
Nχτ

Nψ

˙

“
p´2πiqk`1

Nk´1
χ Nψpk ´ 1q!

ϑ2´k

ˆ

ωψ b ωχ;
Nχτ

Nψ

˙

.

Since
ż

k´1

Ekpχ, ψ; τq “
p´2πiqk´1

pk ´ 2q!
F pτq,

where

F pτq “

i8
ż

τ

Ekpχ, ψ; zqpz ´ τqk´2dz,

this combines to

F pτq “ ´
4π2

Nk´1
χ Nψpk ´ 1q

ϑ2´k

ˆ

ωψ b ωχ;
Nχτ

Nψ

˙

.

In the sense of Proposition 4.11 we have E˚k pχ, ψ; τq “ χp´1qEkpψ, χ; τq and this pro-
vides

F ˚pτq “ ´
4π2

Nk´1
ψ Nχpk ´ 1q

χp´1qϑ2´k

ˆ

ωχ b ωψ;
Nψτ

Nχ

˙

.

Now according to Proposition 4.11 we have the functional equation

F pτq ´ p´τqk´2F ˚p´1{τq “ p´1qk
k´2
ÿ

`“0

ˆ

k ´ 2

`

˙

i1´`Λf p`` 1qτ k´2´`.

On the other hand, from Theorem 1.4, we obtain

p´τqk´2F ˚p´1{τq

“ ´ τ k´2p´1qk´2χp´1q
4π2

Nk´1
ψ Nχpk ´ 1q

ϑ2´k

ˆ

ωχ b ωψ;´
Nψ

Nχτ

˙

“
4π2τ k´2p´1qk´2

Nk´1
ψ Nχpk ´ 1q

˜

resz“0

ˆ

z1´kωψpzqωχ

ˆ

Nψz

Nχτ

˙˙

`

ˆ

Nψ

Nχτ

˙k´2

ϑ2´k

ˆ

ωψ b ωχ;
Nχτ

Nψ

˙

¸

.

And this concludes the following theorem.

Theorem 4.13. Let k ě 2 be an integer, χ and ψ be two primitive Dirichlet characters
with χp´1qψp´1q “ p´1qk and fpτq “ Ekpχ, ψ; τq. We then have the following identity
between rational functions:

k´2
ÿ

`“0

ˆ

k ´ 2

`

˙

i1´`Λf p`` 1qτ´` “ ´
4π2

Nk´1
ψ Nχpk ´ 1q

resz“0

ˆ

z1´kωψpzqωχ

ˆ

Nψz

Nχτ

˙˙

.
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We can now use this to give detailed expressions for the L-functions in the critical
strip.
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