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Abstract. In this article we construct many examples of properly con-
vex irreducible domains divided by Zariski dense relatively hyperbolic
groups in every dimension at least 3. This answers a question of Benoist.
Relative hyperbolicity and non-strict convexity are captured by a fam-
ily of properly embedded cones (convex hulls of points and ellipsoids) in
the domain. Our construction is most flexible in dimension 3 where we
give a purely topological criterion for the existence of a large deforma-
tion space of geometrically controlled convex projective structures with
totally geodesic boundary on a compact 3-manifold.
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1. Introduction

In this article we construct properly convex open subsets Ω ⊂ RPd divided
by subgroups Γ < PSLd+1R with special geometric properties in arbitrary
dimension d ≥ 3.

A properly convex subset Ω ⊂ RPd is an open subset contained in some
affine chart of Rd where it is convex and bounded. It comes with a group of
projective symmetries

Aut(Ω) := {A ∈ PSLd+1(R) | A(Ω) = Ω}
1
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and an Aut(Ω)-invariant Finsler metric called the Hilbert metric.

Discrete and torsion-free subgroups Γ < Aut(Ω) give rise to quotient
projective d-manifolds

M := Ω/Γ.

Among these groups Γ, of special interest are those such that M = Ω/Γ
is compact. If such discrete subgroup exists, then the convex set Ω is said
divisible and the group Γ divides Ω. Divisible convex sets are a rich source
of geometry, dynamics, and group theory (see [13]).

Basic examples are

• The hyperbolic space, the symmetric space of PO0(d, 1)

Hd = {[x] ∈ RPd
∣∣ x2

1 + · · ·+ x2
d − x2

d+1 < 0}.

• The projective model of the symmetric space of SLnR

SLnR/SO(n) = PSym+
n = {[S] ∈ P(Symn(R)) |S is positive definite},

where Symn(R) is the space of symmetric square matrices of size n.
• A projective model of the symmetric space Rd

∆d =
{

[x] ∈ RPd |x1, . . . , xd+1 > 0
}
.

(The Hilbert metrics do not necessarily agree with the Riemannian ones.)

The study of divisible convex sets, initiated by Benzécri [14] and vastly
expanded by Benoist [7–10], branches into two major subjects:

• Existence: Construct examples beyond symmetric ones (see Table 1).
• Classification: Describe the structure of divisible convex sets, of the

groups dividing them, and of the quotient projective manifolds.

We are going to come back to this in Section 1.1.

The purpose of this article is to contribute to the first goal by exhibiting
new examples of divisible convex sets with novel geometric and group theo-
retic features. First we answer a question of Benoist [11, Prob. 10] (see also
Marquis [46, Open Q. 3]).

Theorem 1.1. For every d ≥ 3 there exists a divisible convex set Ω ⊂ RPd
divided by a Zariski dense group Γ < SLd+1(R) such that Ω is not strictly
convex, i.e. ∂Ω contains non-trivial line segments.

We will give a more precise version of Theorem 1.1 later on (see Theo-
rem 1.3), which gives a description similar to a result of Benoist [10, Th. 1.1]
on the structure of divisible convex sets in dimension 3 (see also [34,35,67]).
Let us remark the following.

• Recall that a subgroup Γ < PSLd+1(R) is Zariski dense if every
polynomial in the matrix entries that vanishes on Γ also vanishes on
PSLd+1(R).
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• Non-strict convexity comes from properly embedded cones in Ω, i.e.
convex hulls in Ω of a (d − 2)-dimensional ellipsoid H ⊂ ∂Ω (the
base of the cone) and a point p ∈ ∂Ω (the vertex), whose relative
boundary is contained in ∂Ω. In dimension at least 4, the presence
of these cones is also a novelty.
• Our construction allows a good amount of flexibility. For instance,

if d ≥ 5, then we can produce infinitely many different commensu-
rability classes of projective manifolds with the properties stated in
the theorem. Recall that two groups Γ,Γ′ are commensurable if they
admit isomorphic finite index subgroups G < Γ, G′ < Γ′.

In particular, for each d ≥ 5 there exist infinitely many different
non-strictly convex divisible convex sets divided by a Zariski dense
group.
• Ω will be constructed by gluing compact convex projective manifolds

with totally geodesic boundary, like the ones in the next result.

Our second result is specific to dimension 3, where geometry and topology
are strictly tied by breakthroughs of Thurston [59]. We provide a purely
topological condition for the existence of (deformation spaces of) convex
projective structures with totally geodesic boundary on a large class of com-
pact 3-manifolds with toroidal boundary, addressing a question of Ballas,
Danciger, and Lee [2] (see Question 1.6).

Theorem 1.2. Consider:

• A compact, orientable, irreducible and atoroidal 3-manifold M with
non-empty connected boundary.
• A doubly incompressible separating simple closed curve α ⊂ ∂M .

Then for all a > 1 close enough to 1, b > 3 and 1 < c < −2 + b2/2,
the complement N = DM r U of an open tubular neighborhood U of α in
the double DM admits a convex projective structure with totally geodesic
boundary isomorphic to a projective torus with holonomy generated by A =
diag(a, a−1, 1, 1) and B = diag(b−1, b−1, bc, bc−1).

We will later state Theorem 1.7, a more precise version of Theorem 1.2,
which allows more boundary components in ∂M . We will then recall classical
results on the topology of 3-manifolds.

• Recall that M irreducible (resp. atoroidal) means that it does not
contain essential spheres (resp. tori), and α doubly incompressible
means that it intersects every properly embedded essential disk,
Möbius band, and annulus.
• Curves α ⊂ ∂M that satisfy the assumptions of Theorem 1.2 exist

and are abundant in a precise sense (by work of Lecuire [42]).
• Given (M,α), (M ′, α′) as in Theorem 1.2, the control on the bound-

ary holonomy gives us a homeomorphism f : ∂N → ∂N ′ such that
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the closed manifold N ∪f N ′ can be endowed with a convex projec-
tive structure. In particular, the double DN has a convex projective
structure.

The remainder of the introduction is structured as follows:

(a) In Section 1.1 we put our work into context by briefly surveying the
classification of divisible convex sets and the known methods to produce
examples.

(b) In Section 1.3 we give and comment a more precise statement (Theorem
1.3) of Theorem 1.1. In particular we give more details on properly
embedded cones and their stabilizers. Theorem 1.3 will be deduced
from Theorem 1.5, stated in Section 1.3, which gives compact convex
projective manifolds with totally geodesic boundary (which are convex-
cocompact in the sense of [30]).

(c) In Section 1.4 we give a more precise version (Theorem 1.7) of Theo-
rem 1.2, and we put this result into context by briefly surveying classical
result in 3-dimensional topology.

1.1. Classification and known examples. Before describing our new ex-
amples and their novel features, let us briefly survey the classes of examples
known so far in order to provide an adequate context.

To this purpose, it is convenient to briefly recall the general classification
scheme (see Table 1 and Figure 1) of divisible convex sets.

symmetric non-symmetric
Aut(Ω) semisimple Lie group Aut(Ω) < PSLd+1(R) Zariski dense

Aut(Ω) y Ω transitive Aut(Ω) y Ω properly discontinuous
[40,63,64] [8]

R-rank ≥ 2 R-rank = 1 strictly convex non-strictly convex
SLn(R)/SO(n) Hd Ω Ω

[22] [55] [26,36,37,39] [2, 10,27,44]

Table 1. Classification of irreducible divisible convex sets
Ω. The last row surveys some of the known examples.

Classification. Let us comment on some features in Table 1:

Reducible and irreducible. If Γj divides Ωj ⊂ RPdj for j = 1, 2, then
Γ1 × Γ2 × Z divides the convex hull of the two

CH(Ω1,Ω2) ⊂ RPd

with d = d1 + d2 + 1 and where RPd = P(Rd1+1 ⊕ Rd2+1). Such examples
are called reducible. If a divisible convex domain is not of this form, it
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Hd CH(Hd−1, ?)

Figure 1. Irreducible and reducible examples.

is irreducible. Vey proved [62] that if Γ divides Ω then Ω is irreducible if
and only if Γ is strongly irreducible (does not preserve any finite union of
subspaces of Rd+1). As we saw in Theorem 1.1, reducible divisible domains
come up naturally in our constructions in the form of cones, that is, convex
hulls of ellipsoids and points.

Symmetric and non-symmetric. As hinted in Table 1, the dichotomy
between the symmetric and non-symmetric cases is the result of the combi-
nation of the works [8, 40,63,64].

Regularity of ∂Ω and geometry. Strict convexity can be seen as an avatar
of negative curvature: Benoist proves in [7, Th. 1.1] that if Γ divides Ω then
the following are equivalent:

• Ω is strictly convex.
• Γ is Gromov hyperbolic.
• ∂Ω is C1.

Recall that Gromov hyperbolicity is a group theoretic abstraction of the
geometric properties of fundamental groups of closed hyperbolic manifolds
and free groups (see Definition 6.7 and Remark 6.8).

In the same direction, Islam [33, Th. 1.6] showed that a larger class of
divisible convex sets possesses a weak form of negative curvature: If Γ divides
a non-symmetric irreducible Ω, then Γ is acylindrically hyperbolic (in the
sense of Osin [51]).

Dimensions 2 and 3. As a consequence of Benzécri’s work [14], every
divisible convex set of dimension 2 is either a triangle (hence reducible)
or strictly convex. Benoist gave in [10] a beautiful geometric description
of all irreducible non-symmetric non-strictly divisible convex domains of
dimension 3, similar to that in Theorem 1.3. He also gave examples, as
mentioned later on.

Geometric rank-one and Higher rank rigidity. As in the non-positively
curved Riemannian setting there is a notion of geometric rank-one of a con-
vex projective manifold M = Ω/Γ introduced by Islam [33]. Zimmer proved
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in [70] a higher rank rigidity result for projective manifolds (analogous to
Ballmann [4] and Burns and Spatzier [24]): If Ω is irreducible and not sym-
metric then it has geometric rank-one.

Examples. We are now ready to describe the classes of examples known so
far according to the methods used to produce them.

Polyhedral tilings in dimension d ≤ 6 and local-to-global convexity: One
way of constructing groups dividing properly convex domains is to consider
Coxeter groups Γ generated by the reflections along the codimension 1 faces
of a polyhedron P ⊂ RPd. Under suitable combinatorial and geometric
assumptions on P , a local-to-global convexity argument asserts that the
domain Ω = Γ ·P is properly convex and tiled by copies of P . This method,
that goes back to Poincaré, has been extensively used by Kac and Vinberg
[37], Benoist [10], and Marquis [44] to produce irreducible divisible domains
in dimension d ≤ 6 which are non-symmetric.

Arithmetic methods. A classical theorem of Borel [22] shows that every
semisimple Lie group G admits a so-called uniform arithmetic lattice Γ,
which is a discrete subgroup Γ < G acting cocompactly on the symmetric
space G/K. This implies that every irreducible symmetric properly convex
domain is divisible. In the case of the hyperbolic space Hd, the first examples
are due to Siegel [55].

Bending and Bulging. A subgroup Γ = Γ1 ∗Λ Γ2 < PSLd+1(R) can be
algebraically deformed by performing a very general procedure called bend-
ing : Let (Bt)t ⊂ PSLd+1(R) be a path of elements starting at the identity,
that commute with Λ. One can deform the inclusion of ι : Γ→ PSLd+1(R)
to representations ρt which are the identity on Γ1 and send γ2 ∈ Γ2 to
Btγ2B

−1
t . By work of Koszul [41] and Benoist [9], if Γ divides some Ω, then

the representations ρt are injective and ρt(Γ) divides a properly convex do-
main Ωt. Furthermore, by the Ehresmann–Thurston principle [58, Ch. 3],
the quotients Ωt/ρt(Γ) are diffeomorphic to Ω/Γ.

The construction applies in particular to hyperbolic d-manifolds M =
Hd/Γ containing a codimension 1 submanifold Σ = Hd−1/Λ separating M
into two connected components M r Σ = M1 tM2 (such manifolds can be
constructed using the arithmetic techniques mentioned above). By Seifert–
van Kampen Theorem, we can write Γ = Γ1 ∗Λ Γ2 where Γj = π1(Mj). The

bending obtained using elements B that fix Hd−1 and its orthogonal for the
Lorentzian form is called bulging. These deformations have been extensively
studied by Johnson and Millson [36]. They allow to produce irreducible non-
symmetric strictly divisible convex domains in arbitrary dimension (see [13,
§8.2]).

Note that, by Margulis’ Superrigidity (see [49, Ch. 16]) divisible symmet-
ric properly convex domains with R-rank at least 2 cannot be deformed.

Using a bulging construction, Kapovich [39] showed that certain man-
ifolds constructed by Gromov and Thurston [32] admit convex projective
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structures. These manifolds have the property that they admit metrics of
pinched negative curvature, but no purely hyperbolic one (i.e. with con-
stant curvature). In particular, the examples are strictly convex and not
deformations of symmetric ones.

Other works that used a bulging construction in a convex projective con-
text include [3, 20,45].

Surfaces. Generalizing classical Fenchel–Nielsen coordinates for hyper-
bolic surfaces, Choi and Goldman [26] developed a gluing construction of
convex projective surfaces starting from projective pairs of pants with to-
tally geodesic boundary. They showed that their construction parametrizes
all Hitchin representations ρ : π1(Sg) → PSL3(R), which are continuous
deformations of the holonomy ρ0 : π1(Sg) → PSO0(2, 1) of a hyperbolic
structure on a closed orientable surface Sg of genus g ≥ 2.

3-Manifolds and Dehn fillings. Thanks to Thurston’s breakthroughs, in
dimension 3 we have several techniques to produce closed hyperbolic 3-
manifolds. Among those there is the celebrated Hyperbolic Dehn Filling
Theorem (see [58, Ch. 4]), which allows to deform a non-compact complete
finite volume hyperbolic 3-manifold into many closed hyperbolic ones. In-
spired by ideas from Thurston’s theory, Ballas, Danciger, and Lee [2] gave
many examples of convex projective 3-manifolds with a non-trivial JSJ de-
composition. In a different direction, in combination with some Coxeter
theory, Choi, Lee, and Marquis [27] produced examples of irreducible non-
symmetric domains in dimension d ≤ 6 divided by groups which are rela-
tively hyperbolic with respect to a collection of Z2 subgroups. (See also the
work of Lee, Marquis, and Riolo [43].)

Note that there is actually a lot of interactions between these methods.
Likewise, our construction owes to these previous works. Indeed, to prove
Theorem 1.1, we will:

• Construct via arithmetic methods a particular hyperbolic manifold
with codimension 2 cone-singularities, which is the double of a hy-
perbolic manifold with totally geodesic boundary and corners.
• Deform it into a projective cone-manifold M via bulging along totally

geodesic hypersurfaces adjacent to the singularities.
• Use ideas from polyhedral tilings to show that the complement of

the singularities in M is properly convex.
• Blow up the singularities of M to totally geodesic boundaries.

The closed convex projective examples of Theorem 1.1 are actually dou-
bles DM of the above construction.

Let us now state refined versions of our main theorems.

1.2. Divisible convex sets with properly embedded cones.
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Theorem 1.3. For every d ≥ 3 there exists a divisible convex set Ω ⊂ RPd
divided by a discrete and Zariski dense subgroup Γ < PSLd+1(R) with the
following properties:

(1) Ω contains a Γ-invariant family C of properly embedded cones with
pairwise disjoint closures such that C/Γ is finite.

(2) The stabilizer ΓC of each cone C ∈ C acts cocompactly on it, and
has the form Z × ΘC , where ΘC acts properly cocompactly on the
base HC of C while the Z factor acts trivially on it, so that C/ΓC is
diffeomorphic to HC/ΘC × S1.

(3) The group Γ is relatively hyperbolic with respect to {ΓC}C∈C, and
its Bowditch boundary naturally identifies with ∂Ω/∼, where p ∼ q
if p, q ∈ C̄ for some C ∈ C.

(4) Every point of ∂Ω r
⊔
C∈C C̄ is extremal and C1.

Let us remark the following.

• Relative hyperbolicity is a group theoretic abstraction of geometric
properties of fundamental groups of finite volume hyperbolic man-
ifolds. It comes with a notion of Bowditch boundary (see Defini-
tion 6.7).
• Note that ΓC = Z × ΘC is abelian only for d = 3, since ΘC is

conjugate to a uniform lattice of SO(d − 2, 1). The existence of Ω
(non-strictly convex) divided by a group which is hyperbolic relative
to non-abelian subgroups is a novelty.

The answer to the following is still unknown:

Question 1.4. Is there for every d > 6 an irreducible divisible con-
vex set Ω ⊂ RPd which is non-symmetric and non-strictly convex
and such that Γ is relatively hyperbolic with respect to a collection of
abelian subgroups?

• Given the description of the structure of the properly convex set Ω
and its properly embedded cones, parts (3) and (4) of the above
result can be deduced from [67, Th. 1.16] or [35, Th. 1.3-6]. We will
give a similar but different proof that applies to a different set of
examples (see Theorem 1.5).
• Each component of

(
Ω r

⋃
C∈C C

)
/Γ admits an incomplete hyper-

bolic metric whose completion is a hyperbolic cone-manifold.

Let us now state formally the construction of the manifold whose double
is the non-strictly convex closed convex projective manifold Ω/Γ in Theo-
rem 1.3.

1.3. Convex-cocompact manifolds with totally geodesic boundary.
The notion of convex-cocompactness in projective spaces has been intro-
duced by Danciger, Guéritaud, and Kassel [30]. It is inspired by (and gen-
eralizes) the corresponding definition of convex-cocompactness for Kleinian
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groups (see for example [25, Ch 3]) and it is linked to the concept of Anosov
subgroups of higher rank Lie groups (see for example [25, Ch. 7]).

Let Ω ⊂ RPd be open and properly convex. Let Γ < Aut(Ω) be a discrete
subgroup. Consider the full orbital limit set Λ ⊂ ∂Ω consisting of the accu-
mulation points on ∂Γ of every orbit Γ ·o with o ∈ Ω (i.e. Λ = ∪o∈ΩΓo∩∂Ω)
and let CH(Λ) be the convex hull in Ω of Λ. We say that Γ acts convex-
cocompactly on Ω if CH(Λ)/Γ (the convex core) is compact.

Compared to divisibility, convex-cocompactness is far more relaxed and
flexible, and examples are abundant (see for example [30, 31]). Their study
is an area of very active research (see for example [17,19,34,35,67]).

As mentioned, we will construct the closed convex projective manifolds
of Theorem 1.1 by gluing compact convex projective manifolds with totally
geodesic boundary given by the following.

Theorem 1.5. For every d ≥ 3 there exist properly convex open sets Ω1,Ω2 ⊂
RPd and discrete groups Γ1,Γ2 < PSLd+1(R), preserving respectively Ω1,Ω2,
with the following properties. Let Λj ⊂ ∂Ωj be the full orbital limit set with
convex hull CHj in Ωj. Then

(1) Γj acts properly and cocompactly on CHj r Λj.
(2) The connected components of ∂CHj r Λj =

⊔
C∈Cj C form a collec-

tion Cj of cones (convex hulls of ellipsoids and points) with pairwise
disjoint closures.

(3) The group Γj is relatively hyperbolic with respect to the family {ΓC}C∈Cj
of stabilizers of cones C ∈ Cj, with Bowditch boundary ∂CHj/∼,
where p ∼ q if p, q ∈ C̄ for some C ∈ Cj.

(4) Every point of Λj r
⊔
C∈Cj C̄ is an extremal and C1 point of ∂Ωj.

(5) Γ1 acts convex-cocompactly on Ω1 and C1 is a family of properly
embedded cones.

(6) Γ2 does not act convex-cocompactly on any properly convex open set,
and C2 is the family of codimension 1 faces of ∂Ω2 (and Ω2 = CH2).

Some remarks:

• We have ΓC = Z×ΘC , where ΘC acts properly cocompactly on the
base of the cone while the Z factor acts trivially on it.
• The quotients Mj = (CHj r Λj)/Γj are compact convex projective

manifolds with totally geodesic boundary

∂Mj = (∂CHj r Λj)/Γj =
⊔

[C]∈Cj/Γj

C/ΓC .

• The double DM1 is a closed convex projective manifold. Its universal
cover Ω1 ⊂ RPd is the properly divisible convex set of Theorem 1.1.
• As in Theorem 1.3, one can use work of Weisman [67] and Islam

and Zimmer [35] to simplify our proof of (3) and (4) in the convex-
cocompact case (j = 1).
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• In the non-convex-cocompact case (j = 2): If d = 3 then int(M2) =
Ω2/Γ2 is a 3-manifold with generalized cusps of type 2 in the sense
of [1]. If d > 3, then int(M2) = Ω2/Γ2 is not a manifold with
generalized cusps (in the sense of [1]), although it is the interior of
a compact d-manifold with boundary. The fundamental group of
the boundary components have similar features to generalized cusp
groups of type d− 1 but are not solvable.
• The inclusions Γj < PSLd+1(R) are extended geometrically finite

on the (partial) flag variety of points and hyperplanes in the sense
of Weisman [68, Def. 1.3]. For j = 1 this is due to Weisman [68,
Th. 1.12], for j = 2 this is proved in Section 6.6.

1.4. Geometrization in dimension 3. Theorem 1.2 is a geometrization
theorem that turns topological information into geometric structure. Before
we state a refined version of it, let us describe a few structural results from
3-dimensional topology.

By Alexander’s Theorem (see [47, Th 9.2.10]) every convex projective
3-manifold M = Ω/Γ is irreducible that is, it does not contain essential
spheres. From the work of Jaco, Shalen, and Johannson (see [47, Th 11.5.1]),
M can be split along an essentially canonical collection S ⊂ M of tori and
Klein bottles into pieces

M r S = M1 t · · · tMr

that are either atoroidal (not containing essential tori and Klein bottles),
or Seifert fibered (fibrations in circles over 2-dimensional orbifolds). The
decomposition is called the JSJ decomposition of M .

Thanks to the major breakthough given by Thurston’s Geometrization
Conjecture [59], whose proof has been completed by Perelman, we know
that every piece of the JSJ decomposition of M admits a homogeneous
Riemannian metric locally modeled on one of 8 geometries (see [47, Ch. 12]),
among which hyperbolic geometry occupies a prominent role. By Thurston’s
Hyperbolization for Haken manifolds (see [38, Th. 1.43]), each atoroidal piece
Nj with ∂Nj 6= ∅ admits a complete finite volume hyperbolic metric.

Convex projective geometry fits well into this picture: Benoist proved [10,
Prop. 3.2] that the JSJ decomposition of M only contains atoroidal pieces
and it is realized geometrically, meaning that S ⊂ M can be chosen to be
totally geodesic (the lifts to Ω are the intersection of Ω with projective 2-
planes). Therefore, each piece of MrS is the interior of a convex projective
manifold with totally geodesic boundary.

Question 1.6 (Ballas, Danciger, and Lee [2]). Suppose a closed orientable
irreducible 3-manifold has a JSJ decomposition containing only atoroidal
pieces. Does it also admit a convex projective structure?

In the positive direction, Ballas, Danciger, and Lee [2] provide an infinite
family of examples. Our second contribution consists of a large flexible
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class of controlled deformation families of convex projective structures on
3-manifolds with totally geodesic boundary.

Theorem 1.7. Let M be a compact orientable irreducible atoroidal 3-manifold
with non-empty boundary ∂M = Σ1 t · · · t Σn. Let α := α1 ∪ · · · ∪ αn be
a doubly incompressible multicurve where αj is a separating simple closed
curve of Σj. Consider the manifold

N := DM r U1 ∪ · · · ∪ Un

obtained by removing from the double DM of M an open tubular neighbor-
hood U1 ∪ · · · ∪ Un of α1 ∪ · · · ∪ αn.

Then there exists ε = ε(M,α) > 0 such that for every (aj , bj , cj) in

P := {(a, b, c) ∈ (1, 1 + ε)× (3,∞)× (1,∞)
∣∣c ≤ −2 + b2/2}

there exists a convex projective structure with totally geodesic boundary on
N , such that the boundary ∂Uj is isomorphic to ∆/ZAj ⊕ ZBj where Aj =

diag(aj , a
−1
j , 1, 1), Bj = diag(b−1

j , b−1
j , bjcj , bjc

−1
j ) and ∆ = ∆(e1, e2, e3) ⊂

{x4 = 0} is the standard simplex.

Double incompressibility was introduced by Thurston (see [60]) in the
study of deformations of geometrically finite hyperbolic structures on int(M)
with prescribed cusps.

Let us remark that:

• These convex projective structures on N are convex-cocompact in
the sense of [30] (See Section 1.3).
• The convex projective structures on N vary continuously with the

parameters {(aj , bj , cj) ∈ P}j≤n.
• Multicurves α ⊂ ∂M that satisfy the assumptions of Theorem 1.2

exist and are abundant in a precise sense (by work of Lecuire [42]).
• Given (M,α), (M ′, α′) as in Theorem 1.2 and a pairing {Sj ⊂ ∂N ↔
S′j ⊂ ∂N ′}j≤r of boundary components, the control on the bound-

ary holonomy gives us homeomorphisms fj : Sj → S′j such that

the gluing N ∪f1t···tfr N ′, can be endowed with a convex projec-
tive structure with totally geodesic boundary (which is empty if the
pairing involves all connected components of ∂N and ∂N ′).
• In particular, the double DN of N is a closed orientable 3-manifold

with a convex projective structure.
• The manifold N admits on its interior int(N) a complete finite vol-

ume hyperbolic metric which is itself a double of a complete finite
volume hyperbolic metric with totally geodesic boundary on M rα.
In particular, it contains ∂M r α as a totally geodesic embedded
subsurface.
• The class that we construct is transverse to the one of Ballas, Dan-

ciger, and Lee [2]: Since the hyperbolic manifold N contains a totally
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geodesic subsurface ∂Mrα it is not infinitesimally projectively rigid
relative to the boundary as they need in their work.
• N is a projective manifold with generalized cusps of type 3 in the

sense of [1]. Allowing ci = 1, one obtains projective manifolds with
generalized cusps of type 2 (the formulae for the holonomy would
change though). One should also be able to allow ai = 1 to obtain
cusps of type 1 and 0 (the finite volume hyperbolic metric on N),
but the above parametrization might not be well-suited for that. In
fact one should retrieve constructions in [3, 20,45].

1.5. Hyperbolic manifolds with totally geodesic boundary and cor-
ners. As mentioned at the end of Section 1.1, the building blocks for our
constructions of the examples of all the previous theorems are convex com-
pact hyperbolic manifolds with totally geodesic boundary and corners. If
d = 3 then the manifolds we need are provided by work of Bonahon and
Otal [21]. For the general case we construct arithmetic manifolds similar to
the ones considered by Gromov and Thurston [32] and Kapovich [39]. More
precisely we prove:

Theorem 1.8. For every k ≥ 3 there exist:

(a) A closed orientable hyperbolic d-manifold M with closed connected to-
tally geodesic hypersurfaces N1, · · · , Nk ⊂ M intersecting along a con-
nected totally geodesic (d− 2)-submanifold C(= Ni ∩Nj for i 6= j) with
angles ∠CNjNj+1 = π/k. Moreover, C is fixed by a cyclic isometry ρ
of M with ρ(Nj) = Nj+1.

(b) A compact convex hyperbolic d-manifold M ′ with totally geodesic bound-
ary and corners such that each corner has angle π/k and the graph of
the boundary is bipartite.

The vertices of the graph of the boundary are the totally geodesic pieces
of the boundary, and its edges are the corners. For our bulging construction
to work, it is crucial that this graph is bipartite, so that we can “alternate
between huge and small bulging parameters” (see Section 2). Corner angles
less than π/4 would allow one to work with a tripartite assumption instead.

The existence of (b) follows from (a) as the completion of every connected
component of M r (N1 ∪ · · · ∪Nk) satisfies all the requirements of (b).

Outline. The article is organized as follows.

• Section 2: Ingredients of the proofs. We discuss the ideas and ingre-
dients of the proofs first in dimension 2 and then in general.
• Section 3: Preliminaries. We recall classical notions from convex

projective geometry.
• Section 4: Tubes, cone-manifolds, and totally geodesic blowup. We

define and classify tubes, define cone-manifolds, and describe the
totally geodesic blowup of cone-manifolds whose singularities satisfy
(2.1).
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• Section 5: Tessellations of convex domains. We expose the local-to-
global convexity argument that guarantees that a given collection of
convex sets tiles a convex domain Ω, and then describe the regularity
of ∂Ω.
• Section 6: Convex-cocompactness and relative hyperbolicity. We

work with compact convex projective manifolds M with totally ge-
odesic boundary. We give sufficient conditions for M to be convex-
cocompact, for π1(M) to be hyperbolic relatively to its boundary
components, and for π1(M) to be extended geometrically finite in
the sense of Weisman [68].
• Section 7: Projective gluings. We define projective gluings of pro-

jective manifolds with totally geodesic boundary and corners, and
explain how to bulge those gluings with respect to polars. We check
that projective gluings are cone-manifolds. Then we translate into
the language of projective gluings the results obtained in Sections 5
and 6.
• Section 8: Hyperbolic building blocks. We construct the convex com-

pact hyperbolic manifolds with totally geodesic boundary and cor-
ners which will be projectively glued and bulged to prove the main
theorems. In particular, we prove Theorem 1.8.
• Section 9: Hyperbolic doubles. We apply the results of Section 7 to

the particular case of the bulged double gluing of a single convex
compact hyperbolic manifolds with totally geodesic boundary and
corners, and then prove Theorems 1.1, 1.2, 1.3, 1.5 and 1.7.

Acknowledgements. We thank Dick Canary, Mitul Islam, Fanny Kassel,
Beatrice Pozzetti, Alan Reid, Teddy Weisman for useful discussions and
comments.

We thank Teddy Weisman for helping us producing the bulging figures
which we obtained using his package Geometry Tools available on his web-
site.

Gabriele acknowledges the financial support of the DFG 427903332 (Beat-
rice Pozzetti’s Emmy Noether) and of the DFG 390900948 (Heidelberg
Structures Cluster of Excellence).

Pierre-Louis acknowledges financial support from the Max-Planck-Institut
für Mathematik during the years 2021-2022.

2. Ingredients of the proofs

In this section we discuss the ideas and ingredients of the proofs of this
paper. In Section 2.1 we investigate the special case where the dimension d
equals 2, before turning to the general case in Section 2.2.

The proofs involve projective cone-manifolds obtained by gluing projec-
tive manifolds with totally geodesic and corners. We explain how the sin-
gularities of certain projective cone-manifolds can be blown up to a totally
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geodesic boundary, and how to describe the geometry of certain gluings of
projective manifolds with totally geodesic and corners.

Finally, in Section 2.3 we discuss the hyperbolic building blocks needed
for our construction: In dimension 3, such objects are classified by work
of Bonahon and Otal [21]. In higher dimension, we construct them using
arithmetic techniques (Theorem 1.8).

2.1. A guiding example in dimension 2. As mentioned before, the com-
pact convex projective manifolds with totally geodesic boundary in Theo-
rems 1.5 and 1.7 are obtained by bulging enough a hyperbolic cone-manifold
along totally geodesic hypersurfaces adjacent to the cone-singularities. This
hyperbolic cone-manifold is in fact obtained by taking the double of a convex
compact hyperbolic manifoldN with totally geodesic boundaries Σ,Σ′ ⊂ ∂N
and codimension 2 corners C ⊂ ∂N , see Figure 2. (Σ,Σ′,C are not neces-
sarily connected.)

N

C

θ < π
2

∂N = Σ ∪C Σ′

DN

Figure 2. Double of a hyperbolic manifold with corners.

In this section we explain this bulging construction in the easier but al-
ready interesting case where d = 2. In this case one can pick for N a compact
quadrilateral of the hyperbolic plane with vertex angles less than π/2 (in
dimension at least 3 the construction of a suitable N is not as obvious).

We discuss two prototypical examples in order to explain two different
problems of the proof of Theorem 1.5, namely totally geodesic blowup and
global convexity.
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2.1.1. Local model. The first example is a hyperbolic sector Σ ⊂ H2 of angle
0 < θ < π/2 bounded by two geodesic rays `1, `2 issuing from the vertex v.

The double S = DΣ is a hyperbolic cone with vertex v and angle 2θ. The
complement of the cone point S′ = S − {v} is a punctured plane with an
incomplete hyperbolic metric.

γ

2θ

S = DΣ
θ

v

`1

`2

Σ

Figure 3. Hyperbolic cone: Double of a sector.

Let us see the universal cover
∼
S′ as a fan of sectors {Σj}j∈Z lifting the

sectors of S′, and consider the hyperbolic developing map dev0 :
∼
S′ → H2

sending Σ0 onto Σ. If γ is the simple curve that winds once clockwise around
the vertex, then its holonomy is given by the rotation R2θ ∈ SO(2, 1) of angle
2θ around the vertex v. Moreover, dev0(Σj) = RjθΣ for every j.

We deform projectively the hyperbolic structure on S′ by performing in-
dependent bendings along each of the sides `1, `2 ⊂ S′. Recall that these
bendings are bulgings, i.e. of the following form. Every line ` ⊂ H2 has a
dual point `∗ ∈ RP2 − H2. For every µ > 0 the “bulging” transformation
B`,µ ∈ SL3(R) is the homothety by 1/µ on the 2-plane L ⊂ R3 representing

` and is the homothety by µ2 on the line L⊥ ⊂ R3 representing `∗.

We describe the (bulged) projective structure on S′ via the develop-
ing map dev that sends Σ0 onto Σ. We have dev(Σ1) = B`2,µ2 dev0(Σ1)
and dev(Σ−1) = B`1,µ1 dev0(Σ−1), the bulged holonomy of γ (which sends
dev(Σ−1) on dev(Σ1)) changes as

R2θ  ρ := B`2,µ2R2θB
−1
`1,µ1

,

and dev(Σ2j) = ρjΣ and dev(Σ2j+1) = ρjB`2,µ2RθΣ for every j.

The idea is that, under suitable geometric and dynamical assumptions
on ρ the projective structure on S′ is convex and one can “blow up” the
singularity v of the projective cone-manifold S into a totally geodesic circle,
a boundary for S′.

The heuristic picture is the following (see Figure 4). Note that v is an
eigenvector of ρ with eigenvalue µ1/µ2. Assume that

(2.1) ρ is diagonalizable with eigenvalues µ1/µ2 < µ < µ′,
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Σ0 = Σ

Σ2 = ρ(Σ)

Σ−2 = ρ−1(Σ)
ve′

dev(
∼
S′) =

. . .

Figure 4. Image of the new developing map dev.

and denote by e, e′ the eigenlines of µ, µ′. (This holds e.g. if θ < π/2 and µ2

and µ−1
1 are large.)

The image Ω = dev(
∼
S′) does not intersect the two lines through v that

contain respectively e and e′. The sectors dev(Σj) accumulate onto the
segment [v, e′] for j → ∞ and to the vertex v for j → −∞. The properly
convex subset Ω ∪ (v, e′) is a ρ-invariant convex set where ρ acts properly
discontinuously. This gives the desired totally geodesic blowup

S̄ := S′ ∪ ((v, e′)/ρ) = (Ω ∪ (v, e′))/ρ

of the deformed cone S′ = Ω/ρ.

The non-convex-cocompact case of Theorem 1.5 corresponds to µ = µ′

and ρ acting as a parabolic transformation on the dual line to v. Then
convexity and totally geodesic blowup work the same way, except that ` = `′

and v is a C1 point of ∂Ω.

2.1.2. Global convexity. The second prototypical example is a hyperbolic
convex quadrilateral Q = Q(a, b, c, d) ⊂ H2 with angles 0 < α, β, γ, δ < π/2
at the vertices a, b, c, d.

The double S = DQ is a sphere with a singular hyperbolic metric with
four cone points of angle 2α, 2β, 2γ, 2δ corresponding to the vertices a, b, c, d
of Q. The complement of the cone points S′ = Sr{a, b, c, d} is an incomplete
hyperbolic sphere with four punctures.

Let us bulge S′ along each of the sides `ab, `bc, `cd, `da of the quadrilateral
with parameters µab, µbc, µcd, µda. Suppose µab, µ

−1
bc , µcd, µ

−1
da are large, so

that the holonomies ρa, ρb, ρc, ρd of the curves around a, b, c, d satisfy (2.1).

By Section 2.1.1, S admits a projective totally geodesic blowup

S̄ = S′ ∪ (S1
a ∪ S1

b ∪ S1
c ∪ S1

d)

where each cone point v ∈ {a, b, c, d} is replaced by a totally geodesic bound-
ary circle S1

v. Let us now explain why S̄ is convex.
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a

cd

b

2α

2γ2δ

2β

Figure 5. Universal covering of S′.

One way to describe combinatorially the universal cover
∼
S′ of S′ is to

identify it with H2 via another hyperbolic metric on S′ which is complete
finite volume. The two copies of Q r {a, b, c, d} lift to an ideal tessellation
F of H2 whose dual graph is a regular 4-valent tree (see Figure 5). We now
describe the image Ω of the (bulged) developing map

dev :
∼
S′ → RP2.

By the local model, for each vertex at infinity of the tessellation of
∼
S′, the

fan of quadrilaterals adjacent to it develops into an open convex subset of
a quadrant of RP2 − (` ∪ `′) where `, `′ are suitable lines. A local-to-global
argument inspired by work of Vinberg [65] and revisited by Benoist [12] (see

Proposition 5.1) guarantees that the image Ω = dev(
∼
S′) is a properly convex

domain tiled by the images of the quadrilaterals in the tessellation.

2.2. A generalization of the guiding example. The ideas presented in
Section 2.1 apply more generally to gluings of the hyperbolic manifolds with
totally geodesic boundary and corners. We will in fact develop these ideas
in a much more general framework, which includes:

• Totally geodesic blowups of projective cone-manifolds.
• A local-to-global convexity result for general unions of convex sets.

The reason why we work in such a general setting is threefold: First,
as we use gluings twice with different building blocks, it is convenient to
work in an abstract setup that encompasses both constructions. Second, we
think that within that general framework some of the arguments are natural.
Last, we hope that our techniques could be well-suited to produce many new
interesting projective manifolds (for example, as the ones in Questions 1.4
and 1.6).
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(a) No bulging. (b) Moderate bulging. (c) Large bulging.

Figure 6. Developing 52 tiles with different bulging param-
eters. The last picture is convex.

We briefly describe the main steps.

Tubes and cone-manifolds. We define a suitable class of projective manifolds
with cone-singularities (M, C), slightly more general than the previous no-
tions in [5, 29, 43]. The most important feature is that every singularity
C ∈ C has a neighborhood U locally modeled on a tube.

We work in Sd the sphere of Rd (a double cover of RPd). Consider a
sector Σ ⊂ Sd bounded by two half-spheres H1, H2 containing Sd−2. Glue
H1 and H2 via α ∈ G the group of transformations of Sd fixing Sd−2. The
quotient S = Σ/α is a projective manifold with a singularity Sd−2 ⊂ S. We
call it tube and think of it as a projective cone with angle α ∈ G, analogous
to a hyperbolic cone of angle smaller than 2π. As in the hyperbolic setting,
we will allow angles larger than 2π by modifying the above picture, taking

α ∈
∼
G in the universal cover of G.

Generalizing Section 2.1.1, the totally geodesic blowup that we introduce
is a local construction for standard tubes whose angle satisfies (2.1) (and
“have angle less than π”). It replaces each singularity C ⊂M with a totally
geodesic boundary component of the (topological) form C× S1.

Periodic tessellations of convex domains. As in Section 2.1.2, consider a col-
lection of convex sets (tiles) that satisfies a local convexity property (ensured
among other things by considerations like in Section 2.1.1).
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A local-to-global convexity argument ensures that this collection tessel-
lates a properly convex domain Ω. Then we describe under additional as-
sumptions the boundary of Ω and its regularity, with roughly three kinds of
points.

The codimension 1 faces of the tiles that lie inside Ω are called walls.
First, for any tile D, the complement of closures of walls in ∂D is contained
in ∂Ω, and its points have the same regularity in ∂D and in ∂Ω.

The remaining part of the boundary ∂Ω consists of cells at infinity, Haus-
dorff limit of sequences of tiles. By periodicity of the tiling (a finite number
of tiles up to isometry), there will be essentially two cases to consider:

(1) A telescope of consecutive tiles {Dn}n∈N with empty global intersec-
tion. The corresponding cell at infinity is reduced to an extremal
point of ∂Ω.

(2) A fan of tiles {Dn}n∈Z sharing a codimension 2 face H ⊂ ∂Ω,
with γDj = Dj+k for some γ ∈ Aut(Ω) satisfying (2.1). The
two corresponding cells at infinity are H and a codimension 1 face
CH(H, γ+) ⊂ ∂Ω where γ+ ∈ ∂Ω r H is the attracting fixed point
of γ (as in Figure 4).

In addition to these ideas of totally geodesic blowup and periodic tessel-
lations (which generalize Section 2.1) and to the constructions presented in
Section 2.3, the proof of the main theorems will use classical arguments from
the theory of convergence actions and geometrically finite actions to prove
the statements about relative hyperbolicity, as in [34,35,67].

We now discuss how to produce hyperbolic manifolds with totally geodesic
boundary and pleated along codimension 2 corners in arbitrary dimension.

2.3. Hyperbolic building blocks. Convex compact hyperbolic manifolds
with totally geodesic boundary and corners that look like the one in Figure 2
exist in every dimension.

2.3.1. Dimension d = 3. This is a special case, where we have the following
complete topological classification thanks to work of Bonahon and Otal [21].
Simple closed curves α1 ∪ · · · ∪ αk ⊂ ∂M and angles 0 < θ1, · · · , θk < π
appear as pleating (or bending) locus and pleating angles of the boundary
of a hyperbolic metric on M with totally geodesic boundary and corners if
and only if

•
∑

j≤k θji(αj , ∂A) > 0 for every properly embedded essential annulus

or Möbius band (A, ∂A) ⊂ (M,∂M).
•
∑

j≤k θji(αj , ∂D) > 2π for every properly embedded essential disk

(D, ∂D) ⊂ (M,∂M).

Such collections αj , θj are abundant (for example by [42]). Note that the
θi’s are pleating angles and not corner angles, which are the π − θi’s.
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Furthermore, we also have control on the lengths `(αj) of the geodesic
corners αj ⊂ ∂M by work of Choi and Series [28].

Fact 2.1 (Bonahon–Otal [21, Th. 2-3], Choi–Series [28, Th. A]). Let M be a
compact orientable irreducible atoroidal 3-manifold with non-empty bound-
ary ∂M = Σ1 t · · · t Σn. Let α := α1 ∪ · · · ∪ αn be a doubly incompressible
multicurve where αj is a separating simple closed curve of Σj. Then for
ε > 0 small enough, to any lengths `1, . . . , `n < ε can be associated a hyper-
bolic metric on M with totally geodesic boundary and corners, whose corners
are the αi’s, with length `i and angle at most π/4.

See Section 8.1 for more details.

2.3.2. Dimension d ≥ 4. In the general case our hyperbolic building blocks
are provided by Theorem 1.8, which is proved via arithmetic methods. Let
us discuss the construction of the manifold M of the point (a) of this theorem
in the case k = 4 (where M contains 4 totally geodesic closed hypersurfaces
intersecting along a single codimension 2 closed submanifold).

The manifold M is Hd/G where G is a suitable finite index subgroup of

G0 := SO
(
x2

1 + · · ·+ x2
d −
√

2x2
d+1

)
∩ SLd+1

(
Z[
√

2]
)

By classical facts, G0 is discrete and Hd/G0 is compact. Consider the
hyperplane H = {x1 = 0}, the codimension 2 plane V = {x1 = x2 = 0},
and the π/4-rotation around V

ρ =

√2/2 −
√

2/2√
2/2

√
2/2

Id−1

 ∈ SLd+1

(
Q(
√

2)
)
.

We exploit a ping-pong system adapted to the configuration of four hyper-
planes Hj = ρjH and their stabilizers in G0 for j ≤ 4 to find a subgroup
Q < G0 with the following properties:

(i) Q is convex-cocompact.
(ii) The hyperplanes Hj project to embedded compact hypersurfaces Nj ⊂

Hd/Q that pairwise intersect only along the projection of V which is a
codimension 2 totally geodesic embedded submanifold.

Given (i) and (ii), strong subgroups separability properties of G (relatively
to Q) due to Bergeron, Haglund, and Wise [15] allow us to embed N1∪N2∪
N3 ∪N4 in a finite cover M = Hd/G→ Hd/G0.

3. Convex projective geometry

In this section we review two notions that will be needed throughout the
paper: We first recall the basic structure of convex sets in projective spaces.
Then we discuss geometric structure, or (G,X)-structure, introducing (con-
vex) projective manifolds with totally geodesic boundary and corners.
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3.1. Convex domains. We start with some basic notions and terminology
about convex subsets of Sd, the sphere of rays in Rd+1.

Definition 3.1 (Properly Convex). A convex subset K ⊂ Sd is the image
of a convex cone of Rd+1. The convex set K is properly convex if its closure
does not contain two antipodal points, that is, the closure of K is contained
in an affine chart Rd ⊂ Sd.

Note that intersections of (properly) convex subsets is again (properly)
convex. Thus one can always define the smallest closed convex subset and
the smallest linear subspace containing a given properly convex set.

Definition 3.2 (Convex Hull). If A ⊂ Sd is contained in some properly
convex subset K ⊂ Sd, then we can define the convex hull CH(A) of A in K
as the intersection of all the closed convex subsets of K containing A.

Definition 3.3 (Span and Dimension). The span S(K) ⊂ Sd of the convex
set K is the smallest linear subspace containing K. We call dim(S(K)) the
dimension of K. One-dimensional convex subsets of Sd are called segments.

Observe that any two non-antipodal points x, y ∈ Sd are contained in a
unique minimal (properly convex) segment denoted by [x, y].

3.1.1. Topology. The span S(K) of the convex set K ⊂ Sd has the property
that K has non-empty interior in it.

Definition 3.4 (Interior and Boundary). We call intS(K)(K) and ∂S(K)K
the relative interior and relative boundary of K respectively.

Topologically, the pair (intS(K)(K) ∪ ∂S(K)K, ∂S(K)K) is always homeo-
morphic to (D, ∂D) where D is an Euclidean disk of dimension dim(K).

3.1.2. Structure of the boundary. The relative boundary of a properly convex
set K has a stratified structure.

Definition 3.5 (Supporting Hyperplanes). A supporting hyperplane of a
convex subset K ⊂ Sd with non-empty interior is a hyperplane which inter-
sects the closure of K only in ∂K.

For every point ξ ∈ ∂K there always exists a supporting hyperplane
passing through ξ, however it is not necessarily unique.

Definition 3.6 (C1-point). A point ξ ∈ ∂K admitting a unique supporting
hyperplane, denoted by Tξ∂K, is called a C1-point.

The following criterion will be sometimes useful.

Fact 3.7. Suppose K spans Sd. Consider two subspaces S(V ), S(W ) ⊂ Sd
whose union spans Sd such that S(V ) ∩ S(W ) intersects the interior of K,
and x ∈ S(V ) ∩ S(W ) ∩ ∂K. Then x is C1 in ∂K if and only if it is C1 in
both ∂K ∩ S(V ) and ∂K ∩ S(W ).
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Definition 3.8 (Faces). LetK ⊂ Sd be a convex set with non-empty interior
and let ξ ∈ ∂K be a boundary point. The convex subset

FK(ξ) := K ∩
⋂

H supporting at ξ

H

is the closed face of ξ in K (its relative interior is the open face of ξ). Note
that it is contained in ∂K. Every face has a dimension dim(FK(ξ)) and a
codimension codim(FK(ξ)) = dim(K)− dim(FK(ξ)).

Definition 3.9 (Extremal and Strictly Convex). If FK(ξ) is reduced to a
point, then ξ is said to be extremal. If every boundary point is extremal, or,
equivalently, there are no non-trivial segments in ∂K, then K is said to be
strictly convex.

3.1.3. Symmetries. The group SLd+1(R) acts on the sphere of rays Sd by
linear isomorphisms. Given a properly convex subset K ⊂ Sd, we define the
following natural group of symmetries:

Definition 3.10 (Automorphisms). Let K ⊂ Sd be an open properly convex
subset. The group of projective automorphisms of K is

Aut(K) := {A ∈ SLd+1(R) | A(K) = K }.

We will measure the size of Aut(Ω) in terms of its Zariski closure:

Definition 3.11 (Zariski Dense). The Zariski topology on SLd+1(R) is the
topology whose closed subsets are the intersections of zero loci of polynomi-
als in the matrix entries.

In this topology a subset Γ < SLd+1(R) is Zariski dense if every polyno-
mial in the matrix entries that vanishes on the elements of Γ vanishes on all
matrices in SLd+1(R).

Notice that the Zariski closure of a subgroup Γ < SLd+1(R) is always a
Lie subgroup. Similar to the concept of lattices in Lie groups, we have the
following:

Definition 3.12 (Divisible). An open properly convex subset K ⊂ Sd is
divisible if Aut(K) contains a subgroup Γ acting properly discontinuously,
freely, and cocompactly on K.

Our goal is to construct examples of domains K with special geometric
properties where K is divisible and Γ, the group dividing it, is as large as
possible in the sense that it is Zariski dense.

3.1.4. Hilbert metric. Every properly convex set K ⊂ Sd comes equipped
with a natural Aut(K)-invariant metric, called the Hilbert metric, whose
geometric features are strictly tied to the regularity of the boundary ∂K.
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Definition 3.13 (Hilbert Metric). The Hilbert metric on K is defined as
follows: Consider x, y ∈ K. Let a, b be the intersections of the projective
line spanned by x, y with ∂K where a lies on the side of x and b lies on the
side of y. One sets

dK(x, y) :=
1

2
log([a, x, y, b]),

where [a, x, y, b] denotes the cross-ratio on the projective line spanned by
x, y normalized so that [0, 1, t,∞] = t.

It is a classical fact that dK(•, •) defines a metric inducing the standard
topology and such that metric balls are compact. As a consequence, as the
group of projective automorphisms preserves the Hilbert metric, the action
Aut(K) y K is proper.

There are a couple of useful general properties of the Hilbert metric that
we will exploit several times. First, notice that dK(•, •) is monotone under
inclusion, that is, if K ⊂ K ′, then dK(x, y) ≥ dK′(x, y) for all x, y ∈ K ⊂ K ′.
Secondly, dK can always be extended to a lower semi-continuous function
dK̄(•, •) on K̄ × K̄ by setting

• dK̄(x, y) =∞ if x and y are in different faces.
• dK̄(x, y) = dF (x, y) if x and y share the same open face F .

3.2. Geometric structures. We now introduce the second crucial notion
of the paper, namely the one of geometric structure and, in particular, pro-
jective structures with totally geodesic boundary and corners.

Let G be a Lie group. Let Gy X be a transitive and effective action on
a manifold X. Effective means that if g, g′ ∈ G agree on some open set of
X, then they are equal.

Definition 3.14 ((G,X)-structure). A (G,X)-structure on a topological
space M is an atlas of charts

A = {φj : Uj ⊂M → Vj ⊂ X}j∈J

such that every change of charts φiφ
−1
j is a restrictions of a transformation

gij ∈ G.

Via a standard process of analytic continuation of the local charts, every
(G,X)-structure on M has an associated developing map

dev :
∼
M → X,

where
∼
M is the universal cover of M , and a holonomy representation

ρ : π1(M)→ G.

The developing map is a local homeomorphism which is ρ-equivariant with
respect to the deck group action π1(M) y M̂ .
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Definition 3.15 (Uniformisability and Completeness). A (G,X)-manifold

M is uniformisable in X if the developing map dev :
∼
M → X is an em-

bedding. In this case, we identify M with the quotient dev(
∼
M)/ρ(π1(M)),

where ρ : π1(M)→ G is the holonomy representation.

If M is uniformisable and dev(
∼
M) = X we say that M is complete.

We refer to [58, Ch. 3] for more on the subject.

3.2.1. Projective structures. Projective structures correspond to the pair
(SLd+1(R),Sd). We will consider also projective structures locally modeled
on pieces of Sd like hemispheres and half-hemispheres. They are defined as
follows.

Definition 3.16 (Projective structures). A projective structure with totally
geodesic boundary and corners on M is a maximal atlas of charts into Sd ∩
{x1, x2 ≥ 0} with change of charts induced by restrictions of elements of
SLd+1(R).

The atlas of charts induces a compatible structure of d-manifold with
boundary and corners on M where

• The interior int(M) consists of those point mapped to Sd∩{x1, x2 >
0} by some (hence every) local chart.
• The boundary ∂M is the set of points mapped to Sd ∩ {x1 = 0} ∪
Sd ∩ {x2 = 0} by some (hence every) local chart.
• The union of corners C ⊂ ∂M is given by the set of points mapped

to Sd ∩ {x1 = x2 = 0} by some (hence every) local chart.
• A wall is a connected component of ∂M r C and a corner is a

connected component of C.

In order to ease the terminology, throughout the paper we will write
b-manifold (resp. bc-manifold) instead of projective manifold with totally
geodesic boundary (resp. projective manifold with totally geodesic boundary
and corners).

Let dev :
∼
M → Sd be the developing map of a bc-manifold M .

Definition 3.17 (Convex Projective Manifolds). A bc-manifold is said to
be convex (resp. properly convex) if the developing map is an embedding
(uniformisable in Sd) and its image is convex (resp. properly convex) in Sd.

In Section 7, we will explain a procedure to assemble several convex
bc-manifolds in a single singular object, a projective manifold with cone-
singularities. We formally define and analyze such objects in the next sec-
tion (Section 4) where we also explain why they are very useful for our
purposes: Under suitable (local) geometric conditions, one can remove from
a projective cone-manifold the singularities and replace them with totally
geodesic boundaries.
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3.2.2. Hyperbolic structures. A particularly flexible and rich class of projec-
tive structures is provided by hyperbolic manifolds. We will use them in the
proofs of our main theorems as building blocks for our constructions.

Definition 3.18 (Hyperbolic Space). Let 〈•, •〉 denote the quadratic form

〈•, •〉 := x2
1 + . . .+ x2

d − x2
d+1

on Rd+1. The hyperbolic d-space Hd can be described as

Hd = {x ∈ Sd |〈x, x〉 < 0, xd+1 > 0}.

Note that Hd is a properly convex subset of Sd.
Its symmetry group is SO0(d, 1) < SLd+1(R), the (identity component

of the) group of linear isometries of the quadratic form. Its Hilbert metric
comes from a complete SO0(d, 1)-invariant Riemannian metric defined at
a point x ∈ Hd by the (positive definite) restriction of the quadratic form
〈•, •〉 to the tangent space TxHd = x⊥.

Totally geodesic subspaces of Hd are exactly those of the form S(V ) ∩
Hd where V ⊂ Rd is a linear subspace. Thus, in Hd the notion of being
geodesically convex with respect to the Riemannian metric coincides with
the notion of being convex in Sd.

Definition 3.19 (Convex Hyperbolic Manifolds). A convex hyperbolic man-
ifold is a quotient M = C/Γ of a convex subset C ⊂ Hd by a discrete torsion
free subgroup Γ < SO0(d, 1) preserving C.

We will also exploit the following useful criterion:

Fact 3.20. Let Γ < SO(d, 1) be a finitely generated discrete subgroup. The
following are equivalent:

• The orbit Γo of a point o ∈ Hd is a quasi-convex subset of Hd.
• There exists a Γ-invariant convex subset C ⊂ Hd such that C/Γ is

compact.

We recall that a subset S ⊂ Hd is quasi-convex if there exists a constant
R > 0 such that for every x, y ∈ S the geodesic segment [x, y] ⊂ Hd is
contained in the R-neighborhood of S.

Definition 3.21 (Totally Geodesic Boundary and Corners). A convex hy-
perbolic manifold M = C/Γ has totally geodesic boundary and corners if the
boundary ∂M decomposes as a union of totally geodesic codimension 1 sub-
manifolds intersecting along totally geodesic codimension 2 submanifolds.

Note that a convex hyperbolic manifold with totally geodesic boundary
and corners is also a convex projective manifold with boundary and corners
according to Definition 3.16.
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4. Tubes, cone-manifolds, and totally geodesic blowup

The goal of this section is to generalize the notion of cone-manifolds (with
singularities of codimension 2 only) from the hyperbolic setting to the projec-
tive setting. Projective cone-manifolds have been considered in [5,29,43,53].
Note that Riolo-Seppi [53, Def. 5.3] allow for singularities of any codimen-
sion, although they have other kinds of restrictions.

Our presentation is most similar to that of [43, Def. 2.1], but we will
be slightly more general. Indeed, while in [43] projective singularities are
(essentially) determined by a projective structures on a circle (equivalently,
a conjugacy class in the universal cover of SL2R), in our case they can be
(roughly) parametrized by conjugacy classes in the universal cover of the
fixator of Sd−2 in Sd.

Depending on the type of this conjugacy class, we show that the corre-
sponding singularity admits a totally geodesic blowup. This is the main
result of this section.

4.1. Tubes and cone-manifolds. We start by studying the local model
of a singularity of a projective cone-manifold, which is what we call a tube.

We identify Rd−1 with a subspace of Rd+1, Sd−2 with the corresponding
subspace of Sd, and S1 with S(Rd+1/Rd−1) the set of half-hyperspheres that
contain Sd−2. Note that we have a natural map

Sd r Sd−2 → S1 = S(Rd+1/Rd−1)

sending a point x ∈ SdrSd−2 to the unique half-hypersphere passing through
x and Sd−2.

Definition 4.1 (Universal Branched Cover). Consider

B = {(H,x) ∈
∼
S1 × (Sd r Sd−2) : x ∈ π(H)},

where π :
∼
S1 → S1 is the universal cover of S1. The universal branched cover

of Sd along Sd−2 is the space (endowed with the quotient topology)

B t Sd−2 = {(H,x) ∈
∼
S1 × Sd : x ∈ π(H)}/∼,

where (H,x) ∼ (H ′, x) for all H,H ′ ∈
∼
S1 and x ∈ Sd−2.

Note that the natural projection B→ SdrSd−2 is a (universal) covering.

Definition 4.2 (Structure Group). There is natural group Aut(B) acting
on B and B t Sd−2, consisting of transformations of the form

g =

(
µ−1A C

0 µ(d−1)/2
∼
B

)
where:

• µ > 0.

•
∼
B ∈

∼
SL±2 (R).
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• A ∈ SL±d−1(R).
• C ∈ Mat2,d−1(R).

We use the convention that C ′ ·
∼
B′ := C ′ · B′ for all

∼
B′ ∈

∼
SL±2 (R) and

C ′ ∈ Mat2,d−1(R) where B′ ∈ SL±2 (R) is the projection of
∼
B′.

Observe that the projection B →
∼
S1 is equivariant with respect to the

actions of Aut(B) and
∼

SL2(R) and the projection Aut(B)→
∼

SL2(R).

Using this projection we define sectors and walls:

Definition 4.3 (Sector and Wall). A sector of B is the preimage by B→
∼
S1

of an interval. A sector of Bt Sd−2 is the union of Sd−2 with a sector of B.
The walls of a sector are the preimages of the endpoints of the corresponding

interval of
∼
S1.

We are now ready to define tubes:

Definition 4.4 (Tubes). A tube is a space obtained by identifying the walls
of a compact sector of B t Sd−2 via an element of Aut(B) of the form

g =

(
µ−1Id−1 C

0 µ
d−1
2
∼
B

)
.

The singular locus of the tube is the image of Sd−2 in the quotient, and the
smooth locus is the complement of the singular locus.

A meridian is a generator of the fundamental group of the smooth locus
of the tube. Note that its holonomy is g or g−1.

The
∼

SL2-angle of the tube is the
∼

GL2-conjugacy class of
∼
B.

Notice that the smooth locus of a tube T naturally fibers over a projective
circle

T → C,

whose holonomy is given by the
∼

SL2(R)-angle of the tube. The fibers of this
bundle are the hyperplanes passing through the singular locus.

We have the following natural notion of equivalence between tubes:

Definition 4.5 (Isomorphisms of Tubes). Let T ∪ Sd−2 and T ′ ∪ Sd−2 be
tubes with corresponding fibrations of the smooth loci T → N and T ′ → N ′.
An isomorphism between the tubes is a homeomorphism T∪Sd−2 → T ′∪Sd−2

that induces a diagram

T //

��

T ′

��

N // N ′

where the horizontal arrows are projective isomorphisms.

An automorphism of a tube T ∪ Sd−2 is an isomorphism T ∪ Sd−2 →
T ∪ Sd−2. We denote the group of automorphisms by Aut(T ).



28 PIERRE-LOUIS BLAYAC AND GABRIELE VIAGGI

We are now ready to give the definition of projective cone-manifolds. We
will see examples in Section 7.1.2, where we show that any gluing of pro-
jective manifold with totally geodesic boundary and corners is a projective
cone-manifold.

Definition 4.6 (Projective Cone Manifold). A cone-manifold consists of
the following data:

• A topological manifold M .
• A codimension 2 submanifold C ⊂M (the singular locus).
• A choice of a tube TC for each connected component C ⊂ C.
• An atlas of charts {φx}x∈M such that if x is in the smooth locus
M r C then φx : Ux ⊂ M r C ↪→ Sd, and if x ∈ C ⊂ C then
φx : Ux ↪→ TC such that Ux ⊂M r (CrC) and φ−1

x (Sd−2) = Ux∩C.
• If Ux ∩ Uy 6= ∅, then either x, y ∈ C ⊂ C for some C and the

transition map φy ◦φ−1
x is the restriction of an automorphism of TC ,

or Ux ∩ Uy ⊂M r C and φy ◦ φ−1
x is projective.

Note that the singular locus of a cone-manifold has a natural projective
structure.

We now classify tubes in terms of their holonomy.

4.2. Uniformisability and completeness. Note that in general the pro-
jective structure of the smooth locus of a tube is not uniformisable in Sd.
However it is uniformisable in the universal cover of Sd r Sd−2. This is a
consequence of the fact that closed projective manifolds of dimension 1 are
uniformisable in the universal cover of S1, as explained in [5, §3.3.1], where
all projective structures on S1 are described.

Proposition 4.7. Let T tSd−2 be a tube, such that the smooth locus T fibers
over the projective circle N . Then:

(1) T and N are uniformisable in B and
∼
S1 respectively. Choose devel-

oping maps with images
∼
T ⊂ B and

∼
N ⊂

∼
S1 and holonomy generated

by g ∈ Aut(B) fixing Sd−2. Then T t Sd−2 is the quotient by gZ of

the sector
∼
T t Sd−2 of B t Sd−2.

(2) We have a one-to-one correspondence

{Tubes}/isom. '
{

Z < FixAut(B)(Sd−2)
with non-trivial angle

}
/Aut(B)-conj.

[T ] 7→ [gZ] .

Moreover, there are two disjoint cases.

• T is complete in B:
∼
N =

∼
S1 and

∼
T = B.

• T is uniformisable in Sd rSd−2:
∼
N ⊂

∼
S1 projects injectively onto an

interval I ⊂ S1 between two fixed points of the non-elliptic SL2-angle



DIVISIBLE CONVEX SETS WITH PROPERLY EMBEDDED CONES 29

h ∈ SL2(R) (that has positive trace). If h is hyperbolic then I is
properly convex. If h is parabolic then it is a half-circle.

Remark 4.8 (Barbot–Bonsante–Schlenker [5, §3.3.1]). In the setting of Propo-

sition 4.7, let
∼
h ∈

∼
SL2(R) be the

∼
SL2-angle of g with projection h ∈ SL2(R).

Then the following is classical.

• If h is elliptic, i.e. −2 < tr(h) < 2 or h = ±I2, then
∼
h acts freely,

properly, and cocompactly on
∼
S1, hence T is complete in B.

• If tr(h) ≤ −2 with h 6= −I2, then
∼
h acts freely, properly, and cocom-

pactly on
∼
S1, hence T is complete in B.

• If tr(h) ≥ 2 with h 6= I2, then it has exactly one lift
∼
h0 ∈

∼
SL2(R)

with fixed points in
∼
S1.

– If
∼
h =

∼
h0 then

∼
h acts freely, properly, and cocompactly on any

interval of
∼
S1 between two fixed points, which projects injec-

tively onto an interval of S1, so T is uniformisable in SdrSd−2.

– Otherwise
∼
h acts freely, properly, and cocompactly on

∼
S1, hence

T is complete in B.

Proof of Proposition 4.7. Property (1). The developing maps of
∼
T and

∼
N

fit into the following diagram, which is a morphism of bundles.

∼
T

��

// B

��
∼
N //

∼
S1

In other words, the map
∼
T → B is an embedding on each fiber (which is

a half-hypersphere of Sd). Thus, uniformisability or completeness of
∼
T in

B follows from that of
∼
N in

∼
S1. For the same reasons, uniformisability or

completeness of
∼
T in Sd r Sd−2 follows from that of

∼
N in S1. The latter is

always uniformisable in
∼
S1 since any local homeomorphism from R to R is

injective.

The dichotomy at the end of Proposition 4.7 is an immediate consequence

of Remark 4.8 and the fact that uniformisability or completeness of
∼
T follows

from that of
∼
N .

Property (2). Finally, let us check the one-to-one correspondence.

Claim 1. The map Ψ that associates to the isomorphism class of T the
conjugacy class of gZ is well-defined.

Proof of the claim. By definition, if two tubes T ∪Sd−2, T ′∪Sd−2 are equiv-
alent, then the isomorphism between them determines projective isomor-

phisms
∼
T ⊂ B →

∼
T ′ ⊂ B and

∼
N ⊂

∼
S1 →

∼
N ′ ⊂

∼
S1 that fit into the
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commutative diagram
∼
T //

��

∼
T ′

��
∼
N //

∼
N ′.

Such isomorphism extends to an automorphism of the bundle B→
∼
S1: Let

us work locally. On a sufficiently small sector, the projective isomorphism

φ :
∼
T →

∼
T ′ descends to a projective isomorphism between sectors of Sd

centered at Sd−2. On Sd any projective isomorphism between open subsets
is the restriction of a global projective transformation. In our case, the
unique extension of the projective isomorphism between sectors has to fix
Sd−2. Hence it lifts to an automorphism of B that agrees with φ on the
small sector. By analytic continuation, they agree everywhere. This implies
that the holonomies of T, T ′ are conjugate in Aut(B). �

Claim 2. The map Ψ is bijective.

Proof of the claim. We construct an inverse. Let gZ < FixAut(B)(Sd−2) be
an infinite cyclic subgroup generated by an element g with non-trivial angle
∼
h ∈

∼
SL2(R).

Consider the interval I = [x,
∼
hx] ⊂

∼
S1 where x is not a fixed point of

∼
h

(see Remark 4.8). Let S ⊂ B be the corresponding sector. Then the tube
T = S/g is mapped to gZ by Ψ. It is not hard to check that the isomorphism
class of T does not depend on the choice of the representative of Z in the
conjugacy class, the generator g ∈ Z, and the point x. �

This concludes the proof of the proposition. �

We will need later on (proof of Theorem 9.1, Section 9.2.2) the following
technical characterization of tubes that are uniformisable in Sd r Sd−2.

Lemma 4.9. In the setting of Proposition 4.7 and Remark 4.8, T is uni-

formizable in Sd r Sd−2 if and only if h 6= I2, tr(h) ≥ 2, and [x,
∼
hx] ⊂

∼
N

projects onto a properly convex segment of S1 for some x ∈
∼
N .

Proof. Remark 4.8 implies that if T is uniformisable in SdrSd−2 then tr(h) ≥
2 and h 6= I2 and any segment of

∼
N projects onto a properly convex segment

of S1.

Conversely, suppose tr(h) ≥ 2 and h 6= I2. Identify
∼
S1 with R so that the

preimage of a rotation of SL2(R) of angle θ acts on R as a translation of the

form τ θ+2nπ(x) = x+ θ + 2nπ for some integer n. Then
∼
h = τ2nπ

∼
h0 with n

integer and
∼
h0 from Remark 4.8.

Up to conjugation, we may assume
∼
h0 fixes every multiple of π in R (if h

is hyperbolic then
∼
h0 has more fixed points), and preserves every interval in

between two consecutive multiples of π.
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If T is not uniformisable in Sd r Sd−2, then n 6= 0. Say n ≥ 1. Consider

x ∈ R, say in [mπ, (m+ 1)π]. Then
∼
h(x) ≥

∼
h(mπ) = (m+ 2n)π ≥ x+ π so

the projection in S1 of [x,
∼
hx] is not properly convex. �

4.3. Totally geodesic blowup. Our goal is to replace the singularities of a
projective cone-manifold with totally geodesic boundary components. This
is not always possible. We describe a family of tubes for which this process
can be carried out.

Definition 4.10 (Special Tubes). Consider a tube with holonomy in Aut(B)
generated by

g =

(
µ−1Id−1 C

0 µ(d−1)/2
∼
B

)
with µ ≥ 1. Let B ∈ SL2(R) be the projection of

∼
B ∈

∼
SL2(R).

The tube is called special if

• It is uniformisable in Sd (which implies B is hyperbolic or parabolic).

• All eigenvalues of µ(d−1)/2B are greater than µ−1.

The latter is equivalent to

(4.1) µd+1 − µ(d+1)/2 trB + 1 > 0.

Note that the above implies that µ > 1. Hence, among the two generators
of the holonomy of the tube only one satisfies this property. We call such
generator the special generator.

Before going on, let us make the following simple observation.

Remark 4.11. Notice that for any g ∈ Aut(B), if g preserve a sector S of
B, then it preserves each of its walls. In other words, the endpoints of the

interval I in
∼
S1 defining the sector are fixed points of g.

If the sector S is small enough, more precisely, if I projects (injectively)
to a convex proper interval of S1 (we allow half-circles), then g acts prop-
erly discontinuously on the interior of I, hence one of the endpoints H+ is
attracting in I (gnH → H+ for any H ∈ I and n → ∞) and the other is
repelling in I (gnH → H− for any H ∈ I and n→ −∞). Note that if I is a
half-circle then H+ is not an attracting fixed point in S1.

We use the same terminology for the corresponding walls.

The next proposition describes the blowup of a special tube.

Proposition 4.12. Consider a special tube T t Sd−2 with smooth locus T
and special generator g, with the notation from Definition 4.10. By Propo-

sition 4.7, T t Sd−2 is a quotient by gZ of a sector
∼
T t Sd−2 ⊂ Sd.

Let H+, H− be the g-invariant attracting and repelling walls of
∼
T (see Re-

mark 4.11). Note that H+ contains a fixed point x+ ∈ Sd of g, corresponding
to the highest eigenvalue of g. Then:
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(1) gZ acts freely and properly discontinuously on

∼
T t

(
H+ r (Sd−2 ∪ {x+})

)
.

(2) The quotient T̄ is a compact projective manifold with totally geodesic
boundary with interior isomorphic to the smooth locus T , such that
the isomorphism extends to a continuous onto map T̄ → T t Sd−2.

(3) Every isomorphism of tubes T t Sd−2 → T ′ t Sd−2 extends to an
isomorphism of projective manifolds with totally geodesic boundary
T̄ → T̄ ′.

Proof. Property (1). Set

S̄ :=
∼
T t

(
H+ r (Sd−2 ∪ {x+})

)
.

Notice that the assumption on the holonomy of a special tube implies that
there is a change of basis fixing Rd−1 where g is represented by a matrix of
the form

g =

µ−1Id−1

µ(d−1)/2λ

µ(d−1)/2/λ

 or

µ−1Id−1

µ(d−1)/2 1

µ(d−1)/2


where λ > 1/λ > 1/µ or µ > 1. The first case occurs when B is hyperbolic
while the second case occurs when B is parabolic. Note that x+ = [ed] and
H+ is a half-hypersphere in Span{e1, · · · , ed}.

We now show that the action is properly discontinuous on S̄.

In the case B is hyperbolic, it is an elementary computation to show that
the action of g on the space Sd r (S(Span{e1, · · · , ed−1, ed+1}) ∪ {±[ed]}) is
properly discontinuous.

We give a more general argument that works also in the parabolic case:

Consider a sequence xn ∈
∼
T converging to x ∈ S̄ and a sequence of integers

kn going to k = ±∞. We have to prove that gknxn leaves every compact
set of S̄. There are four cases, depending whether k = +∞ or −∞, and

whether x lies in
∼
T or in H+.

Let Hn ∈ S1 be the projection of xn, seen as half-hyperspheres containing
Sd−2, that converge to H. Let C ⊂ Sd be the g-invariant 1-sphere comple-
mentary to Sd−2.

(1) If k =∞ and x ∈ H+ then one checks that gknHn converges to H+

and gknxn accumulates on H+ ∩ C = {x+}.
(2) If k =∞ and x ∈

∼
T then gknxn converges to x+.

(3) If k = −∞ and x ∈ H+ then gknxn converges to the stereographic
projection of x on Sd−2 seen from x+.

(4) If k = −∞ and x ∈
∼
T then gknHn converges to H− and gknxn

accumulates on H−.
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This ends the proof of properness of the action.

Property (2). The projection T̄ → T t Sd−2 is constructed by de-

scending the map S̄ →
∼
T t Sd−2 that sends every x ∈ H+ to its stereo-

graphic projection on Sd−2 seen from x+. To see that the resulting map is

continuous, one may check that for every sequence xn ∈
∼
T converging to

x ∈ H+ r (Sd−2 ∪ {x+}), with projection Hn ∈ S1, the sequence of inte-
gers kn such that gkn brings back xn in a compact fundamental domain of
∼
T t Sd−2 converges to −∞, and then apply point (3) above.

Property (3). Finally, consider an isomorphism of tubes T t Sd−2 →
T ′ tSd−2. As we saw in the proof of Proposition 4.7, the induced projective

isomorphism
∼
T ⊂ B→

∼
T ′ ⊂ B is the restriction of an element φ ∈ Aut(B).

To conclude, it is not difficult to check that φ maps the attracting wall of
∼
T

to the attracting wall of
∼
T ′. �

Definition 4.13 (Totally Geodesic Blowup). Using the notation from Propo-
sition 4.12, π : T̄ → T ∪Sd−2 is called the totally geodesic blowup of T ∪Sd−2.

The totally geodesic blowup of a cone-manifold with special singularities
is obtained by locally blowing-up each component of the singular locus in
charts in tubes such that the change of charts are automorphisms of tubes.
This process is independent of the chart by invariance of the blowup under
automorphisms in Proposition 4.12.

5. Tessellations of convex domains

The key result of this section is Proposition 5.1. It provides conditions
which imply (uniformisability and) convexity for a union of convex tiles.

We will see in Section 7.1 that this result can be used to establish uni-
formisability and convexity for gluings of properly convex projective mani-
folds. The reason is that the universal cover of a gluing of properly convex
projective manifolds can be described as a gluing of universal covers of these
convex projective manifolds.

This phenomenon is illustrated in Section 2 and Figures 5 and 6.

5.1. A local-to-global convexity statement. Let us now state the key
result of this section, which is based on an idea of Vinberg [65, §3], revisited
by Benoist [12, §1.5].

Proposition 5.1. Let G be a connected graph with vertex set V and edge
set E. Suppose that to each vertex v ∈ V is associated a closed convex subset
Dv ⊂ Sd with non-empty interior. Assume that:

(1) Fe := Dv ∩Dw is a codimension 1 face of Dv and Dw for any edge
e = [v, w] ∈ E, such that every point of ∂Fe is contained in the
boundary of a half-space of Sd which contains Dv ∪Dw.
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(2) For any path p = (v1, v2, . . . , vn) ⊂ G such that Fp := Dv1 ∩· · ·∩Dvn

is a codimension 2 face of Dvi for every i, there exists a half-space
of Sd which contains Dv1 t · · · tDvn and whose boundary contains
Fp.

Let ∼ be the smallest equivalence relation on
⊔
v∈V Dv × {v} such that

(x, v) ∼ (y, w) whenever v and w are adjacent and x = y. Denote by X
the quotient space. Then the natural projection map

π : X → Sd

is injective with convex image.

The proof of Proposition 5.1 is postponed to Section 5.2.

Corollary 5.2. In the setting of Proposition 5.1, the graph G is a tree.

Proof. Suppose by contradiction that there is a non-trivial loop (v1, . . . , vn) ⊂
G with vn = v1. Let G′ be the graph with vertices 1, . . . , n and with an edge
from i to i + 1 for every 1 ≤ i < n. Associate to every vertex i the con-
vex set Di := Dvi . One checks that G′ satisfies again the assumptions of
Proposition 5.1. However,

⊔
1≤i≤nDi × {i}/∼ → Sd is clearly not injective

since since any x in int(D1) = int(Dn) is the image of both (x, 1) and (x, n),
which are not equivalent for ∼. �

Definition 5.3 (Gluing Kit). The data of (G, (Dv)v∈V) satisfying Condi-
tions 1 and 2 of Proposition 5.1 is called a gluing kit. To ease the notation,
we will identify X =

⊔
v∈V Dv × {v}/∼ with its image under π. Moreover,

Proposition 5.1 implies that the gluing kit is determined by the family of
convex sets {Dv}v∈V . As a consequence, we will identifies each vertex v ∈ V
with its associated convex set Dv.

Definition 5.4 (Cells, Walls, Strata). The convex sets of the form Dv with
v ∈ V (resp. Dv ∩ Dw with v, w ∈ V adjacent, resp. ∩v∈ADv with A ⊂ V
with size at least 2) are called cells (resp. walls, resp. strata). A stratum
with codimension 2 is called a corner.

Remark 5.5. In the proof of Proposition 5.1, it will be proved that for any
geodesic (D1, . . . , Dn) ⊂ G and any pair (x, y) ∈ D1×Dn, there is a segment
[x, y] that goes successively through D1, . . . , Dn, in the sense that there exists
x1, . . . , xn−1 ∈ [x, y] in this order such that xi ∈ Di∩Di+1 for any 1 ≤ i ≤ n.

Remark 5.6. Note that Proposition 5.1 has the following corollary. Consider
two closed convex sets D,D′ ⊂ Sd that intersect on a codimension 1 face
F = D ∩ D′. Then D ∪ D′ is convex if and only if every point of ∂F is
contained in the boundary of a half-space of Sd which contains D ∪D′.

5.2. The proof of Proposition 5.1. In this section we explain the argu-
ment of Vinberg that, informally speaking, local convexity along codimen-
sion 1 and codimension 2 faces are enough to show the convexity of a union
of convex tiles.
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Proof of Proposition 5.1. Let us call segment a subset s ⊂ X such that the
restriction of π to s is injective and π(s) is a segment of Sd. In order to
prove that π is injective with convex image, it is enough to show that every
pair of points of X can be joined by a segment.

For all v ∈ V and x ∈ Dv (resp. A ⊂ Dv), let us denote by x|v (resp. A|v)
the projection in X of (x, v) (resp. A× {v}).

Let X ′ ⊂ X be the projection of
⊔
v∈V int(Dv) × {v} t

⊔
e∈E int(Fe) × e.

If X is endowed with the quotient topology, then

Fact 5.7. π is a continuous map, X ′ is an open subset, and the restriction
of π to X ′ is a local homeomorphism.

Denote Fp := Dv1 ∩ · · · ∩Dvn for any path p = (v1, v2, . . . , vn) ⊂ G.

Fix a path p = (v1, v2, . . . , vn) ⊂ G and set Di := Dvi for every i. Denote
by Sp the set of pairs of points (x, y) ∈ D1×Dn such that x|v1 and y|vn can be
joined by a segment of X going successively through D1|v1, D2|v2, . . . , Dn|vn
(see Remark 5.5).

Fact 5.8. Sp is a closed subset of D1 ×Dn.

Denote by Gp the set of pairs of points (x, y) ∈ int(D1) × int(Dn) such
that x 6= −y and Span(x, y) ∩ Fq = ∅ for any subpath q ⊂ p such that Fq
has codimension at least 3.

Fact 5.9. Gp is an open, dense and connected subset of int(D1)× int(Dn).

Now comes the main ingredient, which makes use of the assumptions (1)
and (2). Denote Fi = Di ∩Di+1 for any 1 ≤ i < n.

Lemma 5.10. For any (x, y) ∈ Gp, any segment of X from x|v1 to y|vn
and going successively through D1|v1, . . . , Dn|vn is contained in

int(D1)|v1 ∪ int(F1)|v1 ∪ int(D2)|v2 ∪ · · · ∪ int(Fn−1)|vn−1 ∪ int(Dn)|vn.

Proof. Let s be a segment from x|v1 to y|vn and going successively through
D1|v1, . . . , Dn|vn. Pick z1|v1, . . . , zn−1|vn−1 ∈ s in this order such that
zi|vi = zi|vi+1 ∈ Fi|vi for any 1 ≤ i < n. It is enough to show that
zi ∈ int(Fi) for any 1 ≤ i < n. Let us assume by contradiction that zi ∈ ∂Fi
for some i. We may assume that zj ∈ int(Fj) for any 1 ≤ j < i. Pick
a ∈]zi−1, zi[⊂ int(Di), where we may need the notation z0 := x. Set also
zn := y.

If zi 6= zi+1, then by Assumption (1) we may find a closed half-space
H ⊂ Sd which contains Di∪Di+1 and whose boundary contains zi. We have
zi+1 ∈ H and a ∈ int(H) since a ∈ int(Di). Hence zi ∈]a, zi+1[⊂ int(H),
which is a contradiction.

Therefore zi = zi+1. Let i + 1 < j ≤ n be such that zi = zi+1 = · · · =
zj−1 6= zj . Set q = (vi, vi+1, . . . , vj−1) ⊂ p. By definition, zi ∈ Fq, which has
codimension 2 since (x, y) ∈ Gp. By Assumption (2), there exists a closed
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half-space H ⊂ Sd which contains Di ∪ · · · ∪ Dj−1 and whose boundary
contains zi. We have zj ∈ Dj−1 ⊂ H and a ∈ int(Di) ⊂ int(H), hence
zi ∈]a, zj [⊂ int(H), which is a contradiction. �

Facts 5.7, 5.8 and 5.9, and Lemma 5.10 have the following consequence.

Corollary 5.11. Gp ∩ Sp is clopen in Gp. Thus, if it is non-empty then
Sp = D1 ×Dn.

Let us prove that if Gp ∩ Sp is non-empty, then so is Gq ∩ Sq for any
extension q = (p, vn+1) such that vn+1 6= vn−1.

Set Fn := Dn ∩ Dn+1. For dimensions reasons, we can find (x, y) ∈
int(D1)× int(Fn) such that x 6= −y and Span(x, y)∩Fq′ = ∅ for any subpath
q′ ⊂ q such that Fq′ has codimension at least 3, and Span(x, y) is transverse
to Fn. Then any segment from x|v1 to y|vn going successively through
D1|v1, . . . , Dn|vn (it exists by Corollary 5.11) may be extended to a point
y′|vn+1 ∈ int(Dn+1)|vn+1 such that x 6= −y′. One checks that (x, y′) ∈
Sq ∩Gq, which is therefore non-empty.

�

5.3. The geometry of X. Let us fix for the whole section a gluing kit
G = (V, E) with X =

⋃
D∈V D.

We now describe the geometry of the convex set X. In particular, we
relate the stratification of the boundary to the shape of the cells. As it
turns out, we have three distinct types of faces:

(i) Some faces of the tiles are also faces of X.
(ii) Limits of fans of tiles sharing a common codimension 2 face.
(iii) Limits of telescopes of tiles containing infinitely many pairwise disjoint

walls.

We will define them later on in this section and we will analyze in detail
the last two types under additional assumptions of periodicity, satisfied for
example if the tiling is preserved by a group Γ acting cocompactly on X.

5.3.1. The interior of X. Let us start with the interior of X.

Proposition 5.12. The interior of X is⋃
v∈V

int(Dv) ∪
⋃
e∈E

int(Fe).

Proof. It is clear if G is finite. In the general case write G as the union of
an increasing sequence of finite subgraphs Gn, and set Xn :=

⋃
v∈Vn Dv for

each n. As int(X) =
⋃
n int(Xn), this finishes the proof. �

Corollary 5.13. Any segment of X̄ that intersects non-trivially a wall has
to be contained in it.
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Proof. Consider a segment s intersecting non-trivially a closed wall W . It is
clear that s ⊂ Span(W ). By Proposition 5.12, ∂W ⊂ ∂X so Span(W )∩X̄ =
W , hence s ⊂W . �

We now turn to the boundary ∂X.

5.3.2. The boundary of the cells in ∂X. We first show that some of the faces
of X correspond to faces of the tiles.

Lemma 5.14. Consider a cell D ∈ V. Then

• F ∩D is a closed face of D for any closed face F of X̄.
• If F is a closed face of D that does not intersect any closed wall,

then it is also a closed face of X̄.

Proof. The first statement is clear.

Consider a closed face F of D that does not intersect any closed wall.
Let F ′ be the closed face of X̄ containing F . Note that F ′ ∩ D = F .
Suppose by contradiction that there is x ∈ F ′ r F . Pick p ∈ int(D). By
Proposition 5.12, [p, x[ meets ∂D in the relative interior of some closed wall
W of D. The non-empty subset A ⊂ F ′ consisting of points y such that [p, y]
meets W is clearly closed and disjoint from F . By connectedness of F ′, in
order to finish the proof it is enough to check that A is open. In particular,
it suffices to check that [p, y] meets int(W ) for any y ∈ A. If this was not
the case then [p, y] would meet ∂W at y itself by Proposition 5.12, but then
y would lie in D and, hence, in W ∩ F which is absurd. �

Corollary 5.15. Consider two distinct adjacent cells D,D′ ∈ V.

• If x is an extremal point of ∂D outside closed walls then it is also
extremal in ∂X.
• If x ∈ D ∩ D′ is an extremal point of D ∪ D′ outside closed strata

then it is also extremal in ∂X.

Proof. The first statement is a direct application of Lemma 5.14.

The second statement is an application of the first one. Indeed the tree
G′ obtained as a quotient of G by replacing D and D′ by the single vertex
D ∪D′ also yields a gluing kit, for which D ∩D′ is not a wall. �

Finally in order to detect C1 points of ∂X rX, we can use the following.

Fact 5.16. Consider two distinct adjacent cells D,D′ ∈ V.

• If x is a C1 point of ∂D outside closed walls then it is also C1 in ∂X.
• If x ∈ D ∩D′ is a C1 point of ∂(D ∪D′) then it is also C1 in ∂X.

Proof. This is an immediate consequence of the well-known observation that
for any two nested properly convex open sets Ω ⊂ Ω′ and x ∈ ∂Ω ∩ ∂Ω′ if x
is C1 in ∂Ω then it is also C1 in ∂Ω′. �
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5.3.3. The complement in ∂X of the boundary of the cells. Next, we consider
the portion of the boundary that does not come from faces of the tiles. It
naturally comes from accumulation points of sequences of tiles which we
conveniently organize as points on the boundary at infinity of the graph G.

Recall that G is a tree, so it has a natural boundary at infinity ∂∞V: The
set of rays up to equivalence, two rays being equivalent if they agree after
some time. We set V̄ := V t ∂∞V, a space on which we have a natural
topology and notion of convexity.

Each point ξ ∈ ∂∞V corresponds to a cell at infinity.

Lemma 5.17. Consider a ray ξ = {Dn}n∈N ∈ ∂∞V. Then the sequences
of compact convex sets Dn and Dn ∩Dn+1 both converge to the same closed
convex subset D(ξ) ⊂ ∂X, called a cell at infinity.

Proof. Let K be the set of accumulation points of sequences xn ∈ Dn. We
need to check that any point of K is also the limit of a sequence yn ∈
Dn ∩ Dn+1. Consider x ∈ K, limit of xk where xk ∈ int(Dnk

) with nk
increasing. Consider for each k the intersection points ynk

, . . . , ynk+1−1 of
the segment [xk, xk+1] with successively Dnk

∩Dnk+1, . . . , Dnk+1−1 ∩Dnk+1
.

The sequence yn converges to x, as required. �

Remark 5.18. As a warning:

• It is possible that D(ξ) ⊂ X.
• It is possible that D(ξ) = D(η) for different ξ, η ∈ ∂∞V.
• It is also possible that D(ξ) is not a face of X.

Proposition 5.19. We have:

(1) For every point x ∈ X̄ rX there exists a unique ξ ∈ ∂∞V such that
x ∈ D(ξ).

(2) Consider a geodesic ray ξ = {Dn}n ∈ N ∈ ∂∞V, then there exists N
such that

D(ξ) ∩X =
⋂
n≥N

Dn.

Moreover D(ξ) ∩X is a closed face of D(ξ).

Proof. Property (1). Fix D ∈ V. Pick x ∈ X̄ rX and a countable basis
of (decreasing) properly convex neighborhoods Un of x in Sd. For each n
let Vn ⊂ V be the set of all vertices that intersect Un. Since Un is properly
convex, Vn is a convex subset of V. Let Dn be the shortest point projection
in G of D on Vn. Since Vn is non-increasing, Dn must lie on a geodesic ray
of G starting at D. Choose xn ∈ Dn ∩ Un for each n. Then xn tends to
x. The fact that x 6∈ X implies that Dn is not constant after some time
and, hence, the geodesic ray containing Dn is infinite and represents some
ξ ∈ ∂∞V whose cell D(ξ) contains x. Moreover, if D′k accumulates on x then
D′k ∈ Vnk

for some diverging sequence nk, and D′k converges to ξ.
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Property (2). The sequence of sets
⋂
n≥N Dn is non-decreasing for in-

clusion and constant after some time. Hence, it suffices to check that any
x ∈ D(ξ) ∩ X lies in

⋂
n≥N Dn for some N . Pick D ∈ V containing x and

xn ∈ Dn converging to x. There is N such that Dm lies on the geodesic
segment from D to Dn for every n ≥ m ≥ N . For all n ≥ m ≥ N pick
yn,m ∈ [x, xn] ∩Dm. Observe that yn,m ∈ Dm converges to x for every m,
so x ∈ Dm.

Suppose by contradiction that D(ξ) ∩ X is not a face of D(ξ), i.e. that
there are x, y ∈ D(ξ) rX and z ∈]x, y[∩Dn for some n. Pick p ∈ int(Dn).
By Remark 5.5, [p, q] meets Dn ∩ Dn+1 for any q ∈

⋃
k>nDk. Passing to

the limit, [p, x] (resp. [p, y]) meets Dn ∩Dn+1 at x′ 6= x (resp. y′ 6= y). By
Proposition 5.12, these two intersection points lie in the relative interior of
Dn ∩Dn+1. The span of Dn ∩Dn+1 intersects the plane spanned by p, x, y
into a line which contains x′, y′, z. But these three points are not collinear,
which is a contradiction. �

As we have already observed, sequences of tiles can essentially be grouped
into two different types: Fans of tiles and telescopes of tiles. We now analyze
in detail both cases.

5.4. Fan of tiles. Informally speaking, a fan of tiles is an infinite sequence
of consecutive tiles sharing a common codimension 2 face. We will work
under the assumption that the sequence is periodic under some special pro-
jective transformation and describe for such a fan of tiles the corresponding
cell at infinity. See Figure 4.

5.4.1. Condition 2 revisited. First, we discuss a convexity criterion for a
periodic fan of tiles. In order to do so, we investigate the Condition (2) in
Proposition 5.1 in this special setting.

Proposition 5.20. Let (Dn)n∈Z be a sequence of closed convex subsets of
Sd with non-empty interior such that:

(a) They all share a codimension 2 face E spanning Sd−2 ⊂ Sd.
(b) Any two consecutive domains Dn and Dn+1 intersect along a codimen-

sion 1 face Fn, with Fn 6= Fn−1.

Consider for every n the projections D′n of Dn to the circle S(Rd+1/Rd−1) =
S1. Then Sd−2 is contained in the boundary of a half-space of Sd containing⋃
nDn if and only if Ω :=

⋃
nD
′
n is contained in a half-circle.

Assume now that there exists g ∈ GLd+1(R) and T > 0 such that gDn+T =
Dn for every n. Let g′ ∈ GL(Rd+1/Rd−1) be the induced transformation on
S1. Then Ω is contained in a half-circle if and only if

(i) | det(g′)|−1/2g′ 6= I2 and tr(| det(g′)|−1/2g′) ≥ 2.
(ii) D′0 ∪ · · · ∪D′T−1 does not intersect any eigenline of g′.
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Proof. The fact that Sd−2 is contained in the boundary of a half-space of Sd
containing

⋃
nDn if and only if Ω′ :=

⋃
nD
′
n is contained in a half-circle is

clear.

Assume that Ω′ is contained in a half-circle (it is a proper, open and
convex subset of S1).

Let us prove properties (i)+(ii). As Ω′ is g′-invariant and no transfor-
mation h ∈ SL2(R) with tr(h) < 2 preserves a proper convex subset of

S1, we must have tr(| det(g′)|−1/2g′) ≥ 2. As g′D′n = D′n+T , we also have

| det(g′)|−1/2g′ 6= I2 and Ω′ does not contain fixed the points of g′, that is,
its eigenline(s).

Assume now that properties (i),(ii) hold.

Let us prove that Ω′ is contained in a half-circle. As tr(|det(g′)|−1/2g′) ≥
2, the eigenlines of g′ determine either a half-circle or a unique convex seg-
ment. As Ω′ does not intersect any eigenline of g′ and is connected, it must
be contained in one the components of S1 minus the eigenline(s) of g′. �

Remark 5.21. In the setting of Proposition 5.20, if Ω is contained in a half-
circle then:

• If tr(|det(g′)|−1/2g′) = 2, then Ω is one of the two half-circles delim-
ited by the unique eigenline of g′.
• If tr(|det(g′)|−1/2g′) > 2, then Ω is one of the four quadrants delim-

ited by the two eigenlines of g′.

5.4.2. The cell at infinity of a fan of tiles. Let G = (V, E) be a gluing kit
with X =

⋃
D∈V D.

Pick µ > 1 and λ ≥ 1 and set, depending whether λ > 1 or λ = 1,

g :=

µ
−1Id−1 0 0

0 λµ
d−1
2 0

0 0 λ−1µ
d−1
2

 or

µ
−1Id−1 0 0

0 µ
d−1
2 1

0 0 µ
d−1
2

 .

The following describes the cell at infinity of a fan of tiles:

Proposition 5.22. Let S be a corner. Suppose that:

• S ⊂ Sd−2.
• The set of D ∈ V such that S ⊂ D is a bi-infinite path (Dn)n∈Z.
• gDn = Dn+m for any n, for some m > 0.

Set ξ := {Dn}n∈N ∈ ∂∞V. Then there exists α, β ∈ {±1} such that:

(1) D(ξ) is the convex hull of S with αedR+.
(2) If X is properly convex or λ > 1, then D(ξ) is a closed face of X.
(3) If λ > 1 then X is contained in the convex hull of D(ξ) and βed+1R+.

Proof. Property (1). For any generic x ∈ Sd, the sequence gnx tends to
edR+ or−edR+. We may assume that the limit is edR+ for some x ∈ int(D0).
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This implies that the convex hull of S with edR+ is contained in D(ξ), and
hence that Sd−1 is a supporting hyperplane for X containing D(ξ).

By Part (2) of Proposition 5.19, S ⊂ Sd−2 is a closed face of D(ξ). Hence
Sd−2 ⊂ Sd−1 is a supporting hyperplane of D(ξ), which lies in the closed
half-space H of Sd−1 delimited by Sd−2 that contains edR+

For any x ∈ D(ξ)r {edR+}, the limit y of g−nx is in Sd−2 ∩D(ξ) = S (as
D(ξ) is clearly g-invariant), and x ∈ [y, edR+]. Therefore D(ξ) is the convex
hull of S with edR+.

Property (2). Suppose that there exists x ∈ Sd−1 r D(ξ), lying in
some cell D(v) with v ∈ V̄ r {ξ}. Let us show that X is not properly
convex and λ = 1. Set η = {D−n}n∈N ∈ ∂∞V and X ′ :=

⋃
nDn, so that

X̄ ′ = X ′ ∪D(ξ) ∪D(η). Pick y ∈ int(S).

We may assume that x ∈ X̄ ′. Indeed, if it not the case then consider
the shortest point projection Dk of v on {Dn}n∈Z in V̄, and a geodesic path
(vm)0≤m≤M from Dk to v in V, with M ∈ N ∪ {∞}. Then the last point of
[y, x] in Dk lies in Dk ∩D(v1), which does not intersect D(ξ). We may then
consider this last point instead of x.

By Proposition 5.12, x does not lie in Sd−2. Moreover, x does not lie in
int(H), otherwise [x, y] would intersect D(ξ)rX, which is not possible since
the complementary of D(ξ) rX in X̄ is convex.

Hence gnx tends to −edR+, which hence belongs to X̄ ′ since this last
set is g-invariant. Thus X is not properly convex. Moreover λ = 1 by
Proposition 5.20.

Property (3). Finally, we may assume that X̄ is contained in the half-
space of Sd delimited by Sd−1 and containing ed+1R+. Let us prove that,
under the condition that λ > 1, then X̄ is contained in the convex hull K of
D(ξ) and ed+1R+. Suppose by contradiction that there exists x ∈ X̄ rK.
First note that x 6∈ X̄ ′ by Lemma 5.23 below.

As before, consider v ∈ V̄ such that x ∈ D(v), the shortest point projec-
tion Dk of v on {Dn}n∈Z in V̄, and a geodesic path (vm)0≤m≤M from Dk to
v in V, with M ∈ N ∪ {∞}. One may find y ∈ ∂D(ξ) r ∂S such that [x, y[
does not intersect K. The last point z of [y, x] in X̄ ′ belongs to Dk ∩D(v1)
which does not intersect ∂D(ξ)r∂S. Thus z 6= y, so z ∈]y, x], so z ∈ X̄ ′rK
which is absurd. �

Lemma 5.23. Consider 0 < λ1 < λ2 < λ3 and

g =

λ1Id−1 0 0
0 λ3 0
0 0 λ2

 .

Let Ω ⊂ Sd be a g-invariant properly convex open set. Then its projection
on Sd−1 parallel to [ed+1] is contained in Ω ∩ Sd−1, which is the convex hull
of ∂Ω ∩ Sd−2 and [ed].
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Proof. Consider x = [x1, . . . , xd+1] ∈ Ω. If x lies in Ω or Sd−1 r {[ed]},
then xi 6= 0 for some 1 ≤ i ≤ d − 1. Thus g−nx converges in this case to
[x1, . . . , xd−1, 0, 0] when n tends to infinity, and this limit must belong to
∂Ω∩Sd−2. This implies that [x1, . . . , xd, 0] lies in the convex hull of ∂Ω∩Sd−2

and [ed]. �

5.5. Telescope of tiles. We now move to the second type of sequences
which we call telescopes of tiles. Informally speaking, a telescope of tiles
is a sequence of consecutive tiles Dn such that infinitely many of the walls
Dm ∩Dm+1 are pairwise disjoint.

Again, we will assume some periodicity assumptions, namely, that, up to
projective transformations, there are only finitely (or compactly) many con-
figurations of four consecutive tiles Dn, Dn+1, Dn+2, Dn+3 where the walls
Dn ∩Dn+1 and Dn+1 ∩Dn+2 are disjoint.

In this case (Dn ∩ Dn+1,Ω, Dn+2 ∩ Dn+3) form what we call a visible
triple.

Definition 5.24 (Visible Triple). A visible triple is a triple (L,K,M) of
(non-empty) compact properly convex sets such that L,M ⊂ K, L∩M = ∅,
and any segment of K from L to M intersects the interior of K.

The analysis of the cell at infinity of a telescope of tiles rests on a con-
traction property of visible triples which we now discuss.

5.5.1. Contraction for visible triples. The set of visible triples is endowed
with a Hausdorff topology. A sequence of compact subsets Cn ⊂ Sd con-
verges to a compact subset C ⊂ Sd if the following two conditions are satis-
fied:

• If a sequence xnj ∈ Cnj converges to x ∈ Sd, then x ∈ C.
• For every x ∈ C there exists a sequence xn ∈ Cn converging to it.

This induces a Hausdorff topology on the space of triples in a natural
way.

Lemma 5.25. Let K be a compact set of visible triples. Then there exists
λ > 1 such that the following holds. Consider a properly convex open set Ω,
a point x ∈ Ω, two rays r, r′ of Ω starting at x, two hyperplanes H,H ′ and
a closed convex subset K ⊂ Ω̄ such that:

• (H ∩ Ω̄,K,H ′ ∩ Ω̄) ∈ GLd+1(R) · K.
• The ray r (resp. r′) meets first H ∩Ω at y (resp. y′) and then H ′∩Ω

at z (resp. z′).

Then dΩ(z, z′) ≥ λdΩ(y, y′).

Proof. We may assume that K is a very small neighborhood of a given triple
(L,K,M). Fix an affine chart A containing K, with a Euclidean distance
dA. We may assume that it contains K ′ for every (L′,K ′,M ′) ∈ K.
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Figure 7. Contraction for visible triples.

Let H0 ⊂ Sd by a hyperplane separating L and M . We may assume that
it separates L′ and M ′ for every (L′,K ′,M ′) ∈ K.

Let ε > 0 be the minimal distance for dA between a point of H0 ∩
Conv(L′,M ′) and a point of H0 ∩ ∂K ′ for (L′,K ′,M ′) ∈ K, and D the
maximal possible dA-diameter for K ′ . By [16] (see also [18, Fact 2.1.3]),
there exists λ > 1 depending on ε and D such that for any (L′,K ′,M ′) ∈ K,
denoting by Ω1 (resp. Ω2) the relative interior of H0 ∩ Conv(L′,M ′) (resp.
H0 ∩K ′), for all x, y ∈ Ω1, we have

dΩ1(x, y) ≥ λdΩ2(x, y).

Consider a properly convex open set Ω, a point x ∈ Ω, two rays r, r′ of
Ω starting at x, two hyperplanes H,H ′ and a closed convex subset K ′ ⊂ Ω̄
such that, denoting L′ := H ∩ Ω̄ and M ′ := H ′ ∩ Ω̄

• (L′,K ′,M ′) ∈ GLd+1(R) · K.
• The ray r (resp. r′) meets first int(L′) at y (resp. y′) and then int(M ′)

at z (resp. z′).

Denote by Ω0 (resp. Ω1, resp. Ω2, resp. Ω3) the relative interior of H0 ∩
Conv(x,M ′) (resp. H0∩Conv(L′,M ′), resp. H0∩K ′, resp. H0∩Ω). Observe
that

Ω0 ⊂ Ω1 ⊂ Ω2 ⊂ Ω3.

Therefore, denoting by w and w′ the stereographic projections in Ω0 of z
and z′ seen from x, we obtain by Remark 3.13 that

dΩ(z, z′) = dΩ0(w,w′) ≥ dΩ1(w,w′) ≥ λdΩ2(w,w′)

≥ λdΩ3(w,w′) ≥ λdΩ(x, x′). �

5.5.2. Visible triples in X. Let X =
⋃
v∈V Dv be a tessellated properly con-

vex set as above. We now describe where to find visible triples in it.

Assume that each tile Dv has the following properties:
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(1) Any intersection of (at least 2) walls is either empty or a corner.
(2) Any closed proper face touching a wall is contained in a (possibly

different) wall.
(3) Any closed proper face with codimension at least 2 that touches a

corner is contained in a corner.

We have the following:

U

D r U

Wj

W

Figure 8. Visible triples in X.

Lemma 5.26. Let D ⊂ X be a tile. Let W be a wall of D. Consider an
open neighborhood U of W in Sd such that D r U is convex. Then:

• There are only finitely many walls W1, . . . ,Wn adjacent to W and
not contained in U .
• (W,K,DrU) is a visible triple for every convex compact set K ⊂ X̄

with int(Wj) ⊂ int(K) for every j ≤ n.

Proof. Only a finite number of walls W1, . . . ,Wn are adjacent to W but
not contained in U . Indeed, if there was an infinite sequence of them then
they would accumulate on a closed codimension ≥ 2 face F touching W but
not contained in U , which by assumption would be contained in a wall W ′

adjacent to W . The fact that F touches the corner W ∩ W ′ would then
imply that it is contained in it, which is absurd.

To finish the proof we only need to prove that any segment s from W to
DrU intersects int(D) or int(Wi) for some i. If s ⊂ ∂D, then by assumption
it is contained in a wall adjacent to W , which is not contained in U . So
s ⊂ Wi for some i. If, by contradiction, s ⊂ ∂Wi then it is contained in a
face of D of codimension at least 2 which touches W ∩Wi, hence is contained
in it. This is absurd. �

We will also need the following technical lemma.

Lemma 5.27. For any neighborhood U of W there exists a smaller neigh-
borhood U ′ such that D r U ′ contains all walls not contained in U and
non-adjacent to W .
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Proof. If by contradiction this was not the case, then there would exist an
infinite sequence of walls limiting on a comdimension-≥ 2 face F intersecting
W but not contained in U . This is absurd, as remarked in the proof of
Lemma 5.26. �

5.5.3. The extremal point of a telescope of tiles. Let G = (V, E) be a gluing
kit with X =

⋃
D∈V D.

Proposition 5.28. Suppose that all strata have codimension 2, and that
there exists a compact set K of visible triples such that the following holds:
For any path {A,B,C,D} ⊂ V such that A ∩B and C ∩D are disjoint,
there exists a convex compact subset K ⊂ X̄ such that

(A ∩B,K,C ∩D) ∈ GLd+1(R) · K.

Then any cell at infinity that does not intersect X is an extremal C1 point.

Proof. Consider the ray ξ = {Dn}n∈N ∈ ∂∞V, such that D(ξ) ∩X = ∅.
Let us prove that D(ξ) is reduced to a point.

Suppose by contradiction that it is not the case. Pick x ∈ int(D0) and
p, p′ ∈ int(D(ξ)), and denote by r and r′ the rays of Ω := int(X) starting
at x and ending respectively at p and p′. Set F kn := Dn ∩ · · · ∩Dn+k for all
n, k. Let yn (resp. y′n) be the successive intersection points of r (resp. r′)
with int(F 1

n).

Claim 1. The sequence dΩ(yn, y
′
n) is non-decreasing and bounded from above

by dint(D(ξ))(p, p
′) <∞.

Proof of the claim. Let us take care of monotonicity first: Consider the 2-
plane P spanned by r, r′ and the intersection X ∩ P . Let [an, a

′
n] be the

intersection of the projective line spanned by yn, y
′
n with X. Notice that

we have F 1
n ∩ P = [an, a

′
n] and, by construction, F 1

m ∩ P = [am, a
′
m] is con-

tained in the cone with vertex x bounded by the lines [x, an] and [x, a′n].
The intersection of the line spanned by [am, a

′
m] with such cone is a larger

segment [bm, b
′
m]. By standard properties of the the cross ratio, we get

[bm, ym, y
′
m, b

′
m] = [an, yn, y

′
n, a
′
n]. By monotonicity under inclusion (see Def-

inition 3.13), we also get [bm, ym, y
′
m, b

′
m] ≤ [am, ym, y

′
m, a

′
m]. This concludes

the monotonicity part of the statement.

The upper bound follows from the semicontinuity of the extension of the
Hilbert distance to the boundary (see Definition 3.13). �

Let λ > 1 be the constant from Lemma 5.25. In order to get a contradic-
tion, it is enough to prove the following:

Claim 2. For any n there exists m ≥ n such that dΩ(ym, y
′
m) ≥ λdΩ(yn, y

′
n).

Proof of the claim. Pick n ∈ N. SinceD(ξ) does not intersectX, there exists

k ≥ 2 such that F kn+1 is empty. Take it minimal, meaning that F k−1
n+1 6= ∅.
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If k = 2, then F 3
n = ∅. Set m = n.

If k ≥ 3, then F k−1
n+1 = F k−2

n+2 = · · · = F 2
n+k−2 (since all strata have

codimension 2), and F 3
n+k−2 = F kn+1 = ∅. Set m = n+ k − 2.

Let V ′ be the component of V r {Dm, Dm+3} containing Dm+1. By as-
sumption, there exists a properly convex compact set K ⊂

⋃
V ′ containing

Dm+1 ∪Dm+2 such that

(Dm ∩Dm+1,K,Dm+2 ∩Dm+3) ∈ GLd+1(R) · K.

By Lemma 5.25, we get

dΩ(ym+2, y
′
m+2) ≥ λdΩ(ym, y

′
m) ≥ λdΩ(yn, y

′
n).

�

Claim 3. The point D(ξ) is extremal.

Proof of the claim. This is an immediate consequence of the fact that X̄ r
D(ξ) is convex. �

Saying that p is C1 is equivalent (see e.g. [18, Prop. 5.4.8]) to saying that
for any two rays r, r′ of Ω ending at p, the distance inf{dΩ(x, x′) : (x, x′) ∈
r×r′} is null, which can be proved using almost the same proof as above. �

6. Convex-cocompactness and relative hyperbolicity

The goal of this section 3-fold: We are going to establish three geomet-
ric properties of the convex projective manifolds (potentially with totally
geodesic boundary) that we construct in this paper, namely:

(a) Convex-cocompactness.
(b) Relative hyperbolicity.
(c) Extended geometric finiteness.

We now state the results. Later we will give precise definitions of their
terms.

The first property we establish is convex-cocompactness. The following
result is probably well-known to experts, as the proof follows a classical
strategy. Recall that for us the terminology b-manifolds denotes projective
manifolds with totally geodesic boundary.

Proposition 6.1. Let M be a compact properly convex b-manifold with

universal cover
∼
M ⊂ Sd. Suppose that every proper face of

∼
M touching the

closure of a wall belongs to it. Then π1(M) acts convex-cocompactly on any

invariant properly convex open set containing
∼
M .

Remark 6.2. In the setting of Proposition 6.1, there does not always exists

an invariant properly convex open set containing
∼
M . For instance, if M is

the manifold Ω2/Γ2 obtained in Theorem 1.5, then π1(M) = Γ2 does not
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act naively convex-cocompactly on any properly convex open set Ω (see the
definition of naive convex-cocompactness in Section 6.1).

The second property we consider is relative hyperbolicity. There are two
cases, depending on whether we consider a manifold with or without bound-
ary.

Theorem 6.3. Let M be a compact properly convex b-manifold with uni-

versal cover
∼
M ⊂ Sd. Suppose that:

• All walls of
∼
M have pairwise disjoint closures.

• Any point of ∂
∼
M outside closed walls is extremal.

Then π1(M) is hyperbolic relatively to the fundamental groups of its walls,
and the Bowditch boundary is equivariantly homeomorphic to the quotient

Y := ∂
∼
M/∼ obtained by contracting closed walls into points.

Relative hyperbolicity is a group theoretic generalization of the funda-
mental groups of geometrically finite hyperbolic manifolds, in which case
the Bowditch boundary corresponds to the usual limit set (see Section 6.2
for more details).

The above theorem can be seen as a consequence of very general work of
Weisman [67, Th. 1.16] or work of Islam and Zimmer [35, Th. 1.3-6], in the
special case where π1(M) is convex-cocompact. However, notice that we will
apply this theorem in a case where convex-cocompactness does not hold (see
the above Remark 6.2). In fact we will exploit a different property: Namely
that our subgroups with respect to which we want to prove relative hyper-
bolicity have codimension 1. The strategy of proof of Theorem 6.3 follows
the same line as in Weisman and Islam–Zimmer’s works, which themself are
inspired by older works.

In the case where M is closed, relative hyperbolicity comes from the
following:

Fact 6.4 (Weisman [67, Th. 1.16]). Let M = Ω/Γ be a closed properly con-
vex projective manifold. Consider closed, totally geodesic, embedded, pair-
wise disjoint hypersurfaces Wj = Cj/Γj ⊂ M where Cj = Ω ∩Hj with Hj

projective hyperplanes, Γj = StabΓ(Hj), and j = 1 . . . n. Suppose that:

• The Γ-translates of the Cj’s in Ω have pairwise disjoint closures.
• Any point of ∂Ω outside the closures of these translates is extremal.

Then Γ is hyperbolic relatively to Γ1, . . . ,Γn, and the Bowditch boundary is
equivariantly homeomorphic to the quotient Y := ∂Ω/∼ obtained by con-
tracting γ∂Cj for every γ ∈ Γ and j = 1 . . . n.

The last property we consider is extended geometrical finiteness, a recent
notion due to Weisman [68, Def. 1.3]. Extended geometrically finite discrete
subgroups of semisimple Lie groups generalize the class of geometrically fi-
nite discrete subgroups of rank-one semisimple Lie groups such as SO(n, 1).
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In particular, all extended geometrically finite groups are by definition rel-
atively hyperbolic with respect to some proper subgroups.

Let F be the partial flag variety of pairs of points and hyperplanes (x,H)
of RPd such that x ∈ H.

Proposition 6.5. In the settings of Theorem 6.3 and Fact 6.4, the action
of Γ on F is extended geometrically finite in the sense of [68, Def. 1.3].

Extended geometrical finiteness in the setting of Fact 6.4 and in the set-
ting of Theorem 6.3 with convex-cocompactness was already known in [68,
Th. 1.12].

6.1. Convex-cocompactness. Consider a properly convex open set Ω ⊂
Sd and a discrete group Γ ⊂ SL±d+1(R) preserving it.

The action of Γ on Ω is said to be naively convex-cocompact if there exists
a Γ-invariant convex subset of Ω on which Γ acts cocompactly. In such a case,
and if Ω is not strictly convex, there is not always a smallest such convex
set, contrarily to convex-cocompactness in hyperbolic geometry. One reason
is that the set of accumulation of points of an orbit Γ · x may depend on
the choice of x ∈ Ω (e.g. if Ω is a triangle in S2, and Γ is generated by an
infinite-order non-proximal element). For this reason, and others, explained
in [30], it appears that this notion of convex-cocompactness is not the best
one; this is why another one has been introduced, as follows.

The full orbital limit set of Γ is the union over all x ∈ Ω of the set of
accumulation points of the orbit Γ · x, i.e. ∪x∈ΩΓx ∩ ∂Ω.

Definition 6.6 (Danciger–Guéritaud–Kassel [30, Def. 1.11]). The action of
Γ on Ω is said to be convex-cocompact if the convex hull in Ω of the full
orbital limit set is non-empty and has compact quotient by Γ.

We refer to [30, §1.4–1.6–1.7–4.1–10.7] and [31] for more details and ex-
amples on convex-cocompactness.

Proof of Proposition 6.1. Let Ω be an invariant properly convex open set

containing
∼
M and Γ = π1(M). Let Λ be the full orbital limit set.

The convex set
∼
M is the union of its interior with the relative interior of

countably many of its codimension 1 faces (its totally geodesic boundary).

Hence ∂i
∼
M = (∂

∼
M) r

∼
M is compact, and the closure of

∼
M is the convex

hull of ∂i
∼
M . Moreover, one easily checks by compactness of M that ∂i

∼
M ⊂

Λ ⊂ ∂Ω.

To prove the proposition it is now enough to prove that any ξ ∈ Λ lies

in ∂i
∼
M . Assume by contradiction that ξ 6∈ ∂i

∼
M . There exist x ∈ Ω and a

sequence γn ∈⊂ Γ such that γnx converges to ξ.

Pick y in the interior of
∼
M . Consider a, b ∈ ∂Ω and z in a wall of

∼
M such

that a, y, z, x, b are aligned in this order. Up to extracting a subsequence,
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let us assume that

γn(a, y, z, x, b) −→
n→∞

(α, η, ζ, ξ, β) ∈ ∂Ω× ∂i
∼
M × ∂i

∼
M × ∂Ω× ∂Ω.

Since ξ 6∈ ∂i
∼
M , one then checks that α, η, ζ, ξ, β are pairwise distinct.

Let K be the closure of
∼
M in Sd and f : K → ∂

∼
M map each p to the

entry point of [ξ, p] in K. By convexity, this map is continuous. Moreover,

f(p) belongs to a wall of
∼
M for every p in the interior of

∼
M ; by continuity

and connectivity they all belong to the same wall W . By continuity again
f(η) ∈ ∂W ∩ [ζ, ξ].

The segment [η, f(η)] is non-trivial, contained in ∂
∼
M and touches W̄ ,

hence it must be contained in W̄ . Thus ξ ∈ SpanW .

This is absurd: Span(ξ, y) ∩ SpanW = {ξ} whence f(y) 6∈W . �

6.2. Yaman’s characterization of relative hyperbolicity. We now give
our working definition of relative hyperbolicity, following Yaman. This is
not the original definition, which is due to Bowditch [23]. There are many
definitions in the literature; the following one is equivalent to Bowditch’s
definition.

Definition 6.7 (Relative Hyperbolicity [69, Th. 0.1]). Let Y be a compact
metrisable space and Γ a discrete group acting by homeomorphisms on Y .

• The action is called a convergence action if Γ acts properly on the
set of distinct triples of Y .
• A point p ∈ Y is called conical if there exists a sequence γn ∈ Γ and
a 6= b ∈ Y such that γnx→ a and γny → b for any y 6= x.
• A point p ∈ Y is called parabolic if StabΓ(p) is infinite and acts

properly on Y r {p}.
• A parabolic point p ∈ Y is called bounded if StabΓ(p) acts cocom-

pactly on Y r {p}.
• The action is geometrically finite if it is a convergence action and all

points are conical or bounded parabolic.

Suppose the action is geometrically finite, and all stabilizers of parabolic
points are finitely generated, then

(1) Γ is relatively hyperbolic with respect to the stabilizers of parabolic
points.

(2) Y is the Bowditch boundary.

Remark 6.8. In the setting of Definition 6.7, the action is uniform if all points
of Y are conical. Then Γ is hyperbolic and Y is its Gromov boundary.

Let us now consider the convex projective setting.

Fix a properly convex open set Ω ⊂ Sd, a closed subset F ⊂ Ω, and
a discrete subgroup Γ ⊂ SL±d+1(R) preserving Ω and F . (In our case F
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will always be ∂Ω, except in Proposition 6.10 and Section 6.6.) Fix a Γ-
invariant equivalence relation ∼ on F which is closed (in the sense that
{(x, y) ∈ F 2 : x ∼ y} ⊂ F 2 is closed) and such that Y := F/∼ contains at
least 3 points.

We say that

• F satisfies the convexity condition if it contains all segment [x, y] ⊂
∂Ω with x, y ∈ F .
• F satisfies the visibility condition it contains all segments of ∂Ω

touching it.
• ∼ satisfies the visibility condition if [x, y] ⊂ ∂Ω implies x ∼ y for all
x, y ∈ F 2.

These assumptions imply that the convex hull of F intersects Ω.

Fact 6.9 (Islam–Zimmer [35, Prop. 8.1-2]). If the convexity condition on F
and the visibility condition on ∼ are satisfied, then Y is a compact metrisable
space on which the action of Γ is a convergence action.

By the fact, in order to get relative hyperbolicity, it remains to understand
conical and bounded parabolic points.

6.3. Conicality. Consider Ω, F , Γ, ∼ and Y := F/∼ as in the previous
section.

We first give a criterion for conicality. It is similar to a classical criterion
in real hyperbolic geometry (see for instance the discussion [61, p. 75]), and
it also has a similar flavor to a result of Islam and Zimmer [35, Prop. 8.4]
and the argument behind a proof of Weisman [68, Prop. 8.17].

For any p ∈ Y , denote by Singp ⊂ T 1Ω the set of unit tangent vectors v

such that v+, v− ∈ p. Moreover, set Sing :=
⋃
p∈Y Singp, which is a closed

subset of T 1Ω.

Proposition 6.10. Suppose the convexity condition on F and the visibility
condition on ∼. Consider p ∈ Y , x ∈ p ⊂ F , and v ∈ T 1Ω pointing forward
at x and backward at y ∈ F with y 6∼ x. Then p is conical if and only if the
projection in T 1Ω/Γ of the forward geodesic orbit of v intersects infinitely
often a compact subset of (T 1Ω r Sing)/Γ.

Proof. Suppose that the projection of the forward geodesic orbit of v inter-
sects infinitely often a compact subset of (T 1Ω r Sing)/Γ, i.e. there exists
γn ∈ Γ and tn going to infinity such that γnφtnv converges to w 6∈ Sing.
This implies that γnx and γny converge respectively to x′ := w+ and
y′ := w− ∈ F with x′ 6∼ y′. It suffices to prove that γnz accumulates
on [y′] for any z ∈ F r p. Up to extracting a subsequence we may assume
that γnz converges to z′. It is enough to check that [y′, z′] ⊂ ∂Ω. We can
assume that [y, z] intersects Ω. It is then enough to check that the Hilbert
distance from the base point of γnφtnv to γn[y, z] tends to infinity, in other
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words that the distance from φtnv to [y, z] tends to infinity. This is a con-
sequence of the fact that z 6∼ x (which implies that z and x do not have the
same face).

Suppose that p is conical: there exists γn ∈ Γ diverging and a 6= b ∈ Y
such that γnp tends to a while γnq tends to b for any q ∈ Y r {p}. Up
to extracting a subsequence we may assume that γnx and γny converge to
respectively x′ ∈ a and y′ ∈ b. The segment [x′, y′] intersects Ω since x′ 6∼ y′.
Therefore there exists tn ∈ R such that γnφtnv converges to some unit
tangent vector w. Since γn diverges, the sequence tn accumulates on {±∞}.
Up to extracting again a subsequence we may assume that tn converges. If
by contradiction the limit was −∞, then by the first step of the present
proof, for any c ∈ Y r {y} the sequence γnc would converge to a, which is
absurd. �

6.4. Technical lemmas for parabolicity.

Fact 6.11. Consider a properly convex open set Ω and a sequence of au-
tomorphisms gn ∈ GLd+1(R) that converges to a non-invertible non-zero
matrix g. Then the kernel and image of g intersects Ω but not Ω.

Lemma 6.12. Consider a properly convex open set Ω ⊂ Sd, a closed subset
F ⊂ ∂Ω with the visibility condition (it contains all segments of ∂Ω touching
it), and a closed subgroup Γ ⊂ Aut(Ω) preserving F .

Let X ⊂ Sd be the union of supporting hyperplanes of Ω at points of F (it
is closed). Let O be the connected component of Sd rX that contains Ω. It
is open, convex, Γ-invariant, and contains Ω r F . Then:

• Either Γ acts properly on O, and every Γ-orbit of a compact subset
of O accumulates on F ,
• or F is reduced to a point and Γ is virtually generated by a rank-one

automorphism in the sense of Islam [33, Def. 6.2].

Proof. Consider a diverging sequence gn ∈ Γ such that ‖g±1
n ‖−1g±1

n con-
verges to a non-zero non-invertible matrix g±. By Fact 6.11, the following
four compact convex sets are non-empty and contained in ∂Ω.

∅ 6= I− := Im(g−) ∩ Ω ⊂ K+ := Ker(g+) ∩ Ω ⊂ ∂Ω

∅ 6= I+ := Im(g+) ∩ Ω ⊂ K− := Ker(g−) ∩ Ω ⊂ ∂Ω

Let us prove that if Γ is not virtually generated by a rank-one element,
then K− and K+ are contained in F . Suppose for instance that K+ is not
contained in F . Then those two compact convex subsets of ∂Ω are disjoint
by the visibility condition on F . By definition of K+ this means that gnF
tends to g+(F ) ⊂ I+ as t → ∞. But gnF = F for all n so F ⊂ I+, and
hence I+ = K− = F by the visibility condition on F . This implies that I−
and K− are disjoint, and hence I− admits a compact convex neighborhood
U disjoint from K− = F such that g−1

n U ⊂ U for n large. By the Brouwer
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fixed point theorem, gn has a fixed point x ∈ U , and also one y ∈ F .
By [17, Cor. 6.9], gn is a rank-one automorphism and F = {y}, and hence Γ
is a rank-one group that fixes y. This implies that Γ is virtually generated
by gn by [19, Prop. 2.4].

Suppose now that K− and K+ are contained in F . Let us consider a
converging sequence xn ∈ O with limit x ∈ O and prove that gnxn converge
to a point of F . Consider y ∈ K+. The kernel Ker(g+) is contained in a
supporting hyperplane of Ω at K+ so it does not intersects O (by definition),
hence gnxn tends to g+x as n→∞. By definition of O, the ray [x, y) ⊂ O
enters Ω r F at some point x′. Since y ∈ K+, we have g+x = g+x

′ =
limn gnx

′ ∈ Ω ∩ Im(g+) = K+. �

Lemma 6.12 has the following corollary, where is exploited the assump-
tion in Theorem 6.3 that the subgroups “with respect to which we want
to prove relative hyperbolicity” have codimension 1; assumption that, we
recall, compensate for the absence of convex-cocompactness.

Corollary 6.13. Consider a properly convex open set Ω, a closed subset F ⊂
∂Ω with the visibility condition, a discrete group Γ ⊂ Aut(Ω) preserving F , a
Γ-invariant closed equivalence relation ∼ on F with at least three equivalence
classes and the visibility condition (see Section 6.2), and Y := ∂Ω/∼.

Pick a point y ∈ Y , seen as a closed subset of ∂Ω, which is not fixed by
a rank-one element of Γ (for instance if y contains at least three points).
Then y is a parabolic point.

Suppose moreover that:

• F = ∂Ω.
• ∂Ω r y is homeomorphic to a finite disjoint union of copies of Rd−1

(e.g. if y is a face of ∂Ω).
• The virtual cohomological dimension of StabΓ(y) is equal to d − 1

(e.g. if y is a face on which StabΓ(y) acts properly cocompactly).

Then y is bounded parabolic.

Proof. Lemma 6.12 tells us StabΓ(y) acts properly discontinuously on F ry.

Suppose by contradiction that two points x, x′ ∈ Y r{y} are dynamically
related by xn ∈ Y r {y} converging to x (for Y ’s topology), γn ∈ StabΓ(y)
diverging and γnxn converging to x′.

Pick any sequence (pn)n ∈
∏
n xn. By definition of the quotient topology

on Y , up to extracting we can assume that it converges to p ∈ x ⊂ ∂Ω r y,
and that γnpn converges to p′ ∈ x′ ⊂ ∂Ωr y. This means StabΓ(y) does not
act properly on ∂Ω r y, which is a contradiction.

The last conclusion of the corollary follows immediatly from the well-
known fact that a discrete group of cohomological dimension d − 1 acting
properly on Rd−1 must act cocompactly. See for instance [57]. �



DIVISIBLE CONVEX SETS WITH PROPERLY EMBEDDED CONES 53

6.5. Proof of Theorem 6.3 and Fact 6.4. We are going to prove both
results at the same time. Let us call “walls” the hypersurfaces W1, . . . ,Wn ⊂
M in the setting of Fact 6.4, as well as their lifts in

∼
M .

A point of Y corresponds either to an extremal point of ∂
∼
M or to a closed

subset of ∂
∼
M of the form W̄ ∩ ∂

∼
M where W is a wall of

∼
M .

By Fact 6.9, Y is compact metrisable and the action of π1(M) is a con-
vergence action.

By Corollary 6.13, every point of Y corresponding to a wall of
∼
M is

bounded parabolic.

Thus, by the working definition of relative hyperbolicity, it is enough to

check that every point x ∈ ∂
∼
M outside of closed walls projects to a conical

point of Y , using Proposition 6.10.

Fix compact pairwise disjoint neighborhoods for the walls of M . Pick also

a point p in the interior of
∼
M .

By Proposition 6.10 it is enough to check that the projection in M of
the ray [p, x) passes infinitely often in the complementary of our fixed set
of neighborhoods. Let us assume the contrary: that there exists q ∈ [p, x)
such that [q, x) is contained in a lift U of a neighborhood of a wall; denote
by W ⊂ U the lift of the wall.

Let qn ∈ [q, x) converge to x. Since the stabilizer StabΓ(W ) of W acts co-
compactly on it and on U , there exists a diverging sequence gn ∈ StabΓ(W )
such that gnqn stays in a compact set K of U .

Up to extracting a subsequence we may assume that ‖gn‖−1gn converges

to a matrix g. By Lemma 6.12, if Ω is the interior of
∼
M then Ker(g) ∩ Ω

and Im(g) ∩ Ω are contained in W , which does not contain x. Thus gnqn
tends to gx, which is also the limit of gnx and hence belongs to the relative
boundary of W , which does not meet K: contradiction.

6.6. Extended geometrical finiteness. Consider a properly convex open
set Ω ⊂ Sd, a closed subset F ⊂ Ω with the visibility condition (it contains all
segments of ∂Ω touching it), and a discrete subgroup Γ ⊂ Aut(Ω) preserving
F . Fix a Γ-invariant closed equivalence relation ∼ on F with at least three
equivalence classes and the visibility condition (see Section 6.2), and Y :=
F/∼.

Denote by RPd∗ the set of hyperplanes of RPd. Let F ∗ ⊂ ∂Ω∗ be the
set of supporting hyperplanes intersecting F . Notice that F ∗ is a closed
subset with the visibility condition, and that it carries a natural Γ-invariant
closed equivalence relation with the visibility condition (H ∼ H ′ if there are
x ∈ H ∩ F and x′ ∈ H ′ ∩ F with x ∼ x′), such that the map F ∗/∼ → Y ,
mapping [H] to [x] when x ∈ H, is well-defined and is a homeomorphism.

Let F ⊂ RPd × RPd∗ be the partial flag variety of pairs (x,H) such that
x ∈ H. Set Λ := (F × F ∗) ∩ F . We have a natural Γ-equivariant surjective
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continuous map φ : Λ → Y , sending (x,H) to the equivalence class of x.
This map extends to a map φ1 × φ2 : F × F ∗ → Y .

Our assumptions imply that φ is antipodal : any two points (x,H), (x′, H ′) ∈
Λ with different images by φ are antipodal, in the sense that x 6∈ H ′ and
x′ 6∈ H.

Definition 6.14 (Weisman [68, Def. 1.2]). A map ψ : Λ → Y extends the
convergence action of Γ on Y if for every z ∈ Λ there exists an open subset
Cz ⊂ F containing Λ r ψ−1(z) such that every diverging sequence γn ∈ Γ
admits a subsequence γnk

and z± ∈ Y such that γnk
K accumulates on

ψ−1(z+) for every compact subset K ⊂ Cz− .

Lemma 6.15. The map φ extends the convergence action of Γ on Y .

Proof. For any z ∈ Y , let Az ⊂ RPd (resp. A∗z ⊂ RPd∗) be the connected
component containing Ω (resp. Ω∗) of the (open and convex) set of x (resp.
H) such that x 6∈ H ′ (resp. x′ 6∈ H) for any (x,H) ∈ φ−1(z).

Consider a diverging sequence gn ∈ Γ.

Up to extracting a subsequence, we may assume that ‖g±1
n ‖−1g±1

n con-
verges to a matrix g±. Set K± = Ker(g±)∩∂Ω and I± = Im(g±)∩∂Ω (note
that I± ⊂ K∓).

By Fact 6.11, for every x ∈ Ω the sequence g±1
n x tends to g±x ∈ I±. This

applies in particular to any x in the convex hull of F , and the Γ-invariance
of F implies that it intersects K±, and hence contains it by the visibility
condition on F .

The visibility condition on ∼ implies that φ sends all pairs (x,H) ∈ Λ
with x ∈ K± on the same point of z∓ ∈ Y .

Let us check that g+Az− ⊂ I+, with the consequence that gnK → φ−1
1 (z+)

for any compact subset K ⊂ Az− . Pick x ∈ Az− and y ∈ K+. By definition
of Az− , the segment [x, y] intersects Ω at some point p. Now any lifts of x

and p in Rd+1 differ by a vector of Ker g+, so gx = xp ∈ I+.

A duality argument (involving g−1
n ) ensures that for any compact sub-

set K ⊂ A∗z− , the orbit gnK accumulates on φ−1
2 (z+), which is the set of

supporting hyperplanes of Ω at φ−1
1 (z+).

In conclusion, for any compact subset K ⊂ (Az− × A∗z−) ∩ F , the orbit

gnK accumulates on φ−1(z+), i.e. φ extends the convergence dynamics of Γ
on Y . �

Corollary 6.16. If the action of Γ on Y is geometrically finite, as in the
settings of Theorem 6.3 and Fact 6.4, then the action of Γ on F is (by
definition) extended geometrically finite in the sense of [68, Def. 1.3].

7. Projective gluings

In this section we describe a gluing construction whose input consists of
projective manifolds with totally geodesic boundary and corners and whose
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output is a convex projective cone-manifold. By translating the conditions
of the previous sections in the language of gluings:

• We establish when the singularities of the glued projective cone-
manifold can be blown up to totally geodesic boundary components.
• We describe the shape of the resulting convex domain, in particular,

we characterize the flat regions of the boundary and the extremal
and C1 points.

7.1. Gluings. We start with some topological preliminaries about gluings.

Definition 7.1 (Gluing). Given a collection of b-manifolds M, a gluing is
a smooth involution f : ∂M → ∂M that does not preserve any boundary
component. We denote by Mf the quotient of M under the equivalence
relation x ∼ f(x) for x ∈ ∂M.

Every component M ⊂ M can be seen as an immersed codimension
0 submanifold of Mf called a cell. Similarly, every boundary component
W ⊂ ∂M projects to an embedded codimension 1 submanifold ofMf called
a wall. The graph of cells is the graph whose vertices are cells and whose
edges are walls (a wall links the two adjacent cells).

7.1.1. Universal cover. LetM be a collection of b-manifolds and f a gluing
of the boundary. Assume that the gluingMf is connected. We now describe
its universal cover

π :
∼
Mf →Mf .

The preimages of the interior of the cells and the preimages of the walls

give a natural decomposition of
∼
Mf

∼
Mf =

⊔
M⊂M

π−1(int(M)) t
⊔

M⊂M
π−1(∂M).

into cells which are manifolds with boundary that cover the cells ofMf (the
components of M).

It is convenient to realize this decomposition as a gluing of a covering N
of M. We now explain more formally how to do that.

The covering N is a pullback

N //

��

∼
Mf

π

��

M πf
//Mf

More precisely, N ⊂
∼
Mf ×M is the set of pairs (x, y) ∈

∼
Mf ×M such

that π(x) = πf (y). It is elementary to check that the second coordinate
projection N →M is a covering.
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Then
∼
Mf is naturally identified with Ng, where g is the involution of

∂N = N ∩ (
∼
Mf × ∂M) such that g(x, y) = (x, f(y)) for any (x, y).

In general, the cells and walls of Ng =
∼
Mf (i.e. the components of N and

∂N ) are not copies of the universal covers of the corresponding cells and
walls of Mf . We now show that this is the case when the gluing satisfies a
π1-injectivity property.

Conveniently, this can be explained using the theory of graph of spaces

of Scott and Wall [54]: Let G be the graph of cells of Ng =
∼
Mf (vertices are

components of N and edges are images in Ng of components of ∂N ).

Fact 7.2. If M has π1-injective boundary, then G is a tree, and each cell

and wall of
∼
Mf (i.e. each component of N and ∂N ) is simply connected.

Proof. Each wall of M admits a tubular neighborhood, and hence Mf is
a realization of the graph of space associated to M and f and their graph
of cells, in the sense of Scott and Wall [54, p. 155]. According to Scott and
Wall, this means that the fundamental group of Mf is isomorphic to the
fundamental group of the associated graph of groups, in which Scott and
Wall [54, Prop. 3.6] prove that the fundamental groups of each cell and wall
injects (see also [56, §5 Cor. 1]). This proves that each component of N and
∂N is simply connected.

The fact that G is a tree comes from that
∼
Mf is also the realization of a

graph of spaces with underlying graph G. Indeed since each cell of
∼
Mf is

simply connected, the fundamental group of
∼
Mf (which is trivial) coincides

with the fundamental group of G by [56, p. 61]. �

The gluings that we will consider from now on will always satisfy the
π1-injectivity condition of Fact 7.2 thanks to the following classical fact.

Fact 7.3. Any wall of a properly convex b-manifold is π1-injective.

Proof. Let M be a properly convex b-manifold with universal cover
∼
M . Each

lift in
∼
M of a wall of M is mapped homeomorphically by the developing map

to a convex subset of a hyperplane. In particular, it is simply connected. �

7.1.2. Projective gluing. Next, we introduce geometric structures on gluings:

Definition 7.4 (Projective Gluing). Let M be a collection of b-manifolds.
A projective gluing is the data of a gluing f together with a projective
structure onMf that restricts to the projective structure of each component
of M.

Not all gluings admit a compatible projective structure and, if it exists,
it is not necessarily unique. Note for instance that if there is compatible
projective structure, then f : ∂M → M is an isomorphism of projective
(d− 1)-manifolds (but this is not a sufficient condition in general).
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7.1.3. Admissible gluing. We now come to gluings of projective manifolds
with totally geodesic boundary and corners. They are defined as follows:

Definition 7.5 (Admissible Gluing). LetMC = {Mj}j∈J be a collection of
bc-manifolds with smooth locus M = {Mj ⊂ Mj}j∈J . A projective gluing
f for M is said to be admissible if for each corner C of MC, we can find
cells M1, · · · ,Mm ⊂ MC such that each Mi has a corner Ci (with C0 = C)
and two adjacent walls W−i and W+

i such that

• fW+
i = W−i+1 for each i.

• f|W+
i

extends to a homeomorphism f|Ci
: Ci → Ci+1.

• f|Cm−1
◦ · · · ◦ f|C1

◦ f|C0
is the identity map of C0.

(All the indices are thought modulo m). We denote by MCf the quotient
of MC by the closure of the relation x ∼ f(x) for x ∈ ∂M.

A corner or singularity of MCf is the projection of a corner of MC.
A choice of {(Mi,W

±
i ,Ci)}i≤m as in the previous paragraph is called a

cell ordering of the corner in MCf .

Admissible gluings provide natural examples of projective cone-manifolds:

Lemma 7.6. Let MC be a collection of bc-manifolds with smooth locus
M. Let f be an admissible gluing. Then MCf is a cone-manifold (Defini-
tion 4.6).

Proof. Fix a corner C. Let {(Mi,Wall±i ,Ci)}i≤n be a cell ordering for C.

One can find an open neighborhood V of C that satisfies the following:

• V does not intersect any other singularity.
• V = V1∪ · · ·∪Vn where each Vj is a tubular neighborhood of the lift
Cj ⊂Mj of C.
• W±j := Vj ∩Wall±j is a tubular neighborhood of Cj in Wall±j .

• The universal cover
∼
V of V can decomposed as a gluing of universal

covers
∼
V1, · · · ,

∼
Vn via fi :

∼
W+
i →

∼
W−i+1 such that fn ◦ · · · ◦ f1(x) = x

for any x ∈
∼
C1.

• π1(C) naturally acts on
∼
C and

∼
V and all the

∼
Ci’s and

∼
Vi’s and

∼
W±i ’s,

so that α(fi(x)) = fi(α(x)) for any i and x ∈
∼
W+
i .

Our goal is to find a tube T and a local homeomorphism
∼
V → T which is

projective on the smooth locus and equivariant with respect to a morphism
π1(C)→ Aut(T ).

Fix a developing map dev1 :
∼
V1 → Sd that sends

∼
C1 to Sd−2. By induction,

the projective structure onMf determines for each i ≤ n a developing map

devi :
∼
Vi → Sd such that devi−1 = devi ◦fi−1 on

∼
W+
i−1. It also determines a

new developing map of
∼
V1 of the form devn+1 = g◦dev1 where g ∈ SLd+1(R),

such that devn = devn+1 ◦fn on
∼
W+
n .
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Claim 1. g fixes every point of Sd−2.

Proof of the claim. For every x ∈ C1 we have

g dev1(x) = devn+1(fn ◦ · · · ◦ f2 ◦ f1(x))

= devn(fn−1 ◦ · · · ◦ f2 ◦ f1(x))

= dev1(x). �

Up to making V smaller, we may assume that for each 1 ≤ i ≤ n+ 1 the
image of devi is contained in the sector Si of Sd between the half-hyperplanes

spanned by devi(
∼
W−i ) and devi(

∼
W+
i ). We choose a lift

∼
S1 ⊂ BtSd−2 of the

first sector, which determines by induction lifts of S2, . . . , Sn+1 to sectors
∼
S2, . . . ,

∼
Sn+1 ⊂ B t Sd−2. Then devi lifts in a unique way to d

∼
evi :

∼
Vi →

∼
Si.

Similarly g lifts to a unique
∼
g ∈ Aut(B) that maps

∼
S1 to

∼
Sn+1 (and fixes

Sd−2).

Let T be the tube

T :=
∼
S1 ∪ · · · ∪

∼
Sn/∼

where ∼ identifies via
∼
g the wall of

∼
S1 spanned by d

∼
ev1(

∼
W−1 ) with the wall

of
∼
Sn spanned by d

∼
evn(

∼
W+
n ). Denote by πT :

∼
S1∪ · · ·∪

∼
Sn → T the quotient

projection. We have the following:

Claim 2. The map F :
∼
V → T such that F (x) = πT (d

∼
evi(αx)) for all i and

x ∈
∼
Vi is well-defined and is a local embedding that respects the projective

structures.

Let hol : π1(C) → SLd+1R be the holonomy of dev1, which lifts to a

holonomy h
∼
ol : π1(C) → Aut(B) of d

∼
ev1. For any α ∈ π1(C), the new

developing map d
∼
ev1 ◦ α determines by induction as above new developing

maps of
∼
V2, . . . ,

∼
Vn,

∼
V1, which can be written d

∼
evi ◦ α. On the other hand,

the developing map h
∼
ol(α) ◦ d

∼
ev1 clearly determines the developing maps

h
∼
ol(α) ◦ d

∼
evi. We check that:

Claim 3. h
∼
ol(α) is an automorphism of T .

Proof of the claim. Since d
∼
ev1 ◦ α = h

∼
ol(α) ◦ d

∼
ev1, we have d

∼
evi ◦ α =

h
∼
ol(α) ◦ d

∼
evi for all 2 ≤ i ≤ n+ 1. As a consequence, h

∼
ol(α) preserves each

∼
Si. Moreover, it commutes with

∼
g since

h
∼
ol(α) ◦ ∼g ◦ d

∼
ev1 = h

∼
ol(α) ◦ d

∼
evn+1 = d

∼
evn+1 ◦ α

=
∼
g ◦ d

∼
ev1 ◦ α =

∼
g ◦ h

∼
ol(α) ◦ d

∼
ev1.

Thus h
∼
ol(α) yields an automorphism φ(α) of T . �

It is clear that φ is a morphism. To conclude, let us check that:

Claim 4. F ◦ α = φ(α) ◦ F .
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Proof of the claim. Let x ∈
∼
V . We have x ∈

∼
Vi for some i. Then α(x) is

also in
∼
Vi, and by definition

F (α(x)) = πT (d
∼
evi(αx)) = πT (h

∼
ol(α)d

∼
evi(x)) = φ(α)πT (d

∼
evi(x)). �

This concludes the proof of the lemma. �

7.2. Polars and bulging. We describe the notion of polars and gluings
adapted to polars. They come in one-parameter families obtained via a
bulging procedure. The goal of this section is to explain this picture.

Let MC be a collection of bc-manifolds. Let f be a gluing for M.

Definition 7.7 (Polars). A polar point of a wall W ⊂ M is the data, for
each projective chart of W in Sd, of a point of RPd transverse to the image
of the chart, which behaves well with respect to transition maps.

Each developing map
∼
W → Sd gives rise to a holonomy invariant polar.

A projective gluing Mf is said to be adapted to a given choice of polars

if for any developing map
∼
Mf → Sd and any wall W ⊂ ∂M, the associated

polars of W and fW coincide.

Remark 7.8. If all walls of M admit a polar, then there exists a projective
gluing adapted to the polars if and only if f is a projective isomorphism
of (d − 1)-dimensional projective manifolds and for any wall W ⊂ ∂M,
denoting by ρ (resp. ρ′) the dilation character of W (resp. fW ), we have
ρ = ρ′ ◦ f∗.

The dilation character is defined as follows: For each wall W ⊂ ∂M
and developing map dev :

∼
W → Sd, whose image spans V ⊂ Rd+1, the

dilation character of W is the determinant of the representation of π1(W ) to
GL(Rd+1/V ) induced by the holonomy representation. It is a real character
that does not depend on the choice of dev.

IfM is hyperbolic, then the dilation characters are trivial, the polars are
the orthogonal subspaces for the Lorentzian bilinear form, and the unique
hyperbolic gluing is adapted to this choice of polars.

If Mf is the double of a manifold M , and all boundary components of
M admit polars, then there is a natural projective gluing adapted to the
polars.

Let us finally recall the definition of bulging.

Definition 7.9 (Bulging). Assume that each wall of M admits a polar,
and thatMf admits a projective gluing adapted to the polars with atlas A.
Let (µW )W⊂∂M be a family of positive real parameters. The bulging of Mf

along the polars with parameters (µW )W⊂∂M is the projective gluing which
includes the following charts.

For any point p ∈ Mf which is the image of p̄ ∈ W ⊂ M ⊂ M and
f(p̄) ∈ fW ⊂ M ′ ⊂ M, for any chart φ of A defined on a small enough
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neighborhood U tU ′ ⊂M tM ′, the map B ◦φ|U ∪B′ ◦φ|U ′ is a chart of the
bulging, where B (resp. B′) is the linear transformation that fixes φ(U ∩W )
(resp. φ(U ′∩fW )) with eigenvalue µ−1

W (resp. µ−1
fW ) and also fixes the polar,

with eigenvalue µdW (resp. µdfW ).

7.3. Convexity of gluings. Having described how an admissible gluing of
bc-manifold gives rise to a projective cone-manifold, we now turn to the
problem of determining when (the smooth locus of) such manifold is convex
and when its decomposition into gluing pieces corresponds to a periodic
tessellation of a convex domain in Sd.

In order to do so, we revisit the results of the previous sections using the
terminology of admissible projective gluings and Section 7.1.

First of all, we consider a single tile M ∈ MC, a properly convex bc-

manifold with universal cover
∼
M ⊂ Sd and study its geometry. We describe

under which conditions it satisfies the hypothesis of Proposition 5.1.

7.3.1. Codimensions 1 and 2 strata. Let M be a properly convex bc-manifold,

with universal cover
∼
M ⊂ Sd. First, we have to make sure that the walls

and corners of M correspond to faces of
∼
M.

Definition 7.10 (Complete Walls and Corners). A wall (resp. corner) of M
is said to be complete if any lift in

∼
M consists of a full codimension 1 (resp.

codimension 2) face.

Completeness of walls and corners is not difficult to check:

Fact 7.11. We have the following:

• Any convex hyperbolic bc-manifold which is complete for the hyper-
bolic metric also has complete walls and corners, in the sense of the
previous definition.
• Any compact properly convex bc-manifold has complete walls and

corners.

Proof. The proof is subdivided into claims about (d − 2) and (d − 1)-
manifolds. The first one is classical and not proved here. It implies that
complete convex hyperbolic bc-manifolds have complete corners.

Claim 1. Any hyperbolic (d − 2)-manifold which is complete in the metric
sense is also complete in the sense of (G,X)-structures: The developing map
is a bijection onto Hd−2.

Next we have another classical result about hyperbolic manifold. It im-
plies that complete convex hyperbolic bc-manifolds have complete walls.

Claim 2. Let N be a complete hyperbolic (d − 1)-manifold with totally

geodesic boundary, with universal cover
∼
N ⊂ Hd−1. Then

∼
N is the biggest

convex subset of Hd−1 delimited by the walls of
∼
N .
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We now turn to the second point of the fact. The following classical fact
implies that compact properly convex bc-manifolds have complete corners.
We recall the proof for the reader’s convenience.

Claim 3. Let Ω/Γ be a closed convex projective (d − 2)-manifold. Then Ω
is maximal for inclusion among Γ-invariant properly convex open subsets of
Sd−2.

Proof. Let Ω′ be Γ-invariant and contain Ω. It suffices to show Ω is closed in
Ω′. Let x ∈ Ω′ be the limit of xn ∈ Ω. By compactness there is γn ∈ Γ such
that γnxn converges to y ∈ Ω. Since Γ acts properly on Ω′, the sequence γn
converges in Γ and x ∈ Ω. �

To conclude, the last claim implies that compact properly convex bc-
manifolds have complete walls.

Claim 4. Let N be a compact properly convex projective (d − 1)-manifold

with totally geodesic boundary, with universal cover
∼
N ⊂ Sd−1 and holo-

nomy Γ < Aut(int(
∼
N)). Then int(

∼
N) is maximal among Γ-invariant prop-

erly convex open subsets of Sd−1 delimited by the span of the walls of
∼
N .

Proof. Let Ω = int(
∼
N) and let Ω′ ⊂ Sd−1 be Γ-invariant, open, properly

convex, and delimited by the span of the walls of
∼
N . It suffices to show Ω

is closed in Ω′. Let x ∈ Ω′ be the limit of xn ∈ Ω. By compactness there is

γn ∈ Γ such that γnxn converges to some y ∈
∼
N . Since Γ acts properly on

Ω′, if y ∈ Ω then γn converges in Γ and x ∈ Ω. Assume that y lies in a wall

W of
∼
N (i.e. a component of

∼
N ∩ ∂

∼
N).

Consider a small closed half-ball B centered at y and contained in
∼
N ,

whose boundary is decomposed into ∂B = (B ∩W ) tΣ where Σ ⊂ Ω. One
may check that γnxn ∈ int(B) for n large and that the Hilbert distance
dΩ′(γnxn,Σ) is bounded below by some constant ε independent of n. Note
that dΩ′(γnxn, γnx) = dΩ′(xn, x) tends to zero, and thus is less than ε for n
large enough. Then γnx ∈ int(B), otherwise [γnxn, γnx] would cross Σ (it
cannot cross B ∩W ) and have length at least ε. Therefore x ∈ Ω. �

This concludes the proof of the fact. �

7.3.2. Ghost strata. Let M be a properly convex bc-manifold which we now
assume to have complete walls and corners which will lift to codimension 1

and 2 faces of the universal cover
∼
M ⊂ Sd.

The next issue that we want to address is the potential presence of codi-
mension 2 faces that do not come from corners.

Definition 7.12 (Ghost Corner). A ghost stratum is a face of
∼
M which is

the intersection of at least two closed walls but which is not a closed corner.
It is called a ghost corner if it has codimension 2.
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Remark 7.13. Here is an example of ghost strata: Let C ⊂ R3 be the positive
cone consisting of vectors v = (v1, v2, v3) ∈ R3 such that v1, v2, v3 > 0
or v1, v2 > 0 = v3 or v1, v3 > 0 = v2, and let T := S(C). Then {[e1]}
is a ghost corner of T and its compact quotient M under the action of
any diagonal matrix with positive decreasing diagonal entries. Moreover,
T ∪{[e1]} is a properly convex bc-manifold with complete walls and corners
and without ghost corner, but, since it is compact, M cannot be described as
the complement of corners in a properly convex bc-manifold with complete
walls and corners and without ghost corner.

Again, there is a simple criterion to check that there are no ghost strata
in the hyperbolic setting:

Fact 7.14. Let M be a complete convex hyperbolic bc-manifold. Then:

• Any ghost stratum has dimension 0.
• If M is compact then there is no ghost stratum.

Proof. The universal cover
∼
M is a closed convex subset of the hyperbolic

space Hd with non-empty interior. Let S be a ghost stratum.

It is a proper face of
∼
M and lies in ∂

∼
Mr

∼
M ⊂ ∂Hd, and hence is a point,

since Hd is strictly convex.

Suppose by contradiction that M is compact. Then there is r > 0 such

that for any ball B of Hd of radius r, if B intersects two walls of
∼
M then

these walls share a corner and B intersects no other wall. Fix p ∈
∼
M.

If three walls were adjacent to S, then any ball of radius r with center
in [p, S) close enough to S would intersect all three walls, contradicting the
definition of r.

Thus S is the intersection W 1∩W 2 where W1,W2 are two walls of
∼
M. As

before any ball of radius r with center in [p, S) close enough to S intersects

both W1 and W2, making S an actual corner of
∼
M, which is absurd. �

7.3.3. Local convexity. We are now ready to translate the local convexity
conditions of Proposition 5.1.

Definition 7.15 (Containment Condition). Let M be a properly convex
b-manifold. We say that the polar point associated to a wall W of M

satisfies the Containment Condition if for any lift
∼
W of W in

∼
M , and any

developing map dev :
∼
M → Sd, the image of dev is contained in the convex

hull of dev(
∼
W ) and the polar point.

Fact 7.16. Let M be a collection of properly convex b-manifolds with po-
lar points satisfying the Containment Condition, and consider a compatible
projective gluing. Then the union of any two adjacent cells of the universal
cover is convex.

Proof. This is a consequence of Remark 5.6. �
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In the case of convex hyperbolic manifolds, the Containment Condition
follows from angle assumptions on the corners.

Fact 7.17. Let M be a complete hyperbolic bc-manifold and W a wall such
that all adjacent corners have angle at most π/2. Then the hyperbolic polar
point of W satisfies the Containment Condition.

Proof. Suppose
∼
M ⊂ Hd and

∼
W ⊂ Hd−1. Let p ∈ Sd be one of the two

hyperbolic polars, such that
∼
M intersects the cone C = CH(p,Hd−1). Let

X ⊂ Hd be the half-space with boundary Hd−1 that contains
∼
M.

Fact 7.17 is a consequence of the classical facts that:

• X satisfies the Containment Condition with respect to Hd−1 and p,
i.e. X ⊂ C = CH(Hd−1, p).
• For any x ∈ Hd−1, the projective line through x and p intersects Hd

in exactly the geodesic perpendicular to Hd−1 at x.

Indeed, let {
∼
Wi}i be the collection of walls of

∼
M adjacent to

∼
W . For each

i let Hi = Span(
∼
Wi) ∩ Hd, let H ′i ⊂ Hd be the hyperplane orthogonal to

Hd−1 at
∼
W ∩

∼
Wi, and let Xi and X ′i be the half-spaces with boundary Hi

and H ′i containing
∼
M.

Then Y ′ := X ∩
⋂
iX
′
i is the preimage of

∼
W by the orthogonal projection

on Hd−1, and it satisfies the Containment Condition with respect to Y ′ ∩
Hd−1 =

∼
W , i.e. X ′ ⊂ CH(

∼
W,p).

Moreover, Y ′ contains Y := X ∩
⋂
iXi which contains

∼
M since all cor-

ners adjacent to
∼
W have angle at most π/2. Thus

∼
M must also satisfy the

Containment Condition. �

7.3.4. Global convexity. We now rephrase Proposition 5.1 using the termi-
nology that was introduced in the previous sections.

Theorem 7.18. Let MC be a collection of bc-manifolds. Let f be a projec-
tive gluing on Mf . Assume that:

(1) Mf is connected.
(2) All cells are properly convex, with complete walls and corners (Def-

inition 7.10), and without ghost corners (Definition 7.12).
(3) The union of any two adjacent cells in the universal cover is convex

(satisfied for instance if there are polar points satisfying the Con-
tainment Condition).

(4) Each singularity is uniformisable in Sd (see Proposition 4.7).

Then Mf is convex.

Proof. Let G = (V, E) be the graph of cells associated to the gluing of
∼
Mf :

each v ∈ V corresponds to a cell of
∼
Mf and each e ∈ E corresponds to a

wall of Mf (see Definition 7.1 and Section 7.1.1). Fix a developing map
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∼
Mf → Sd, and for each v ∈ V let Dv be the closure in Sd of the image of v
by the developing map.

It is enough to check that (G, {Dv}v∈V) satisfies the assumptions of Propo-
sition 5.1, i.e. that it is a gluing kit (Definition 5.3). Note that connectedness
of G is an immediate consequence of Property (1).

Assumption (1) of Proposition 5.1. This follows from the fact that
walls of M are complete (Property (2)) and Property (3).

Assumption (2) of Proposition 5.1. Let p = (v1, v2, . . . , vn) ⊂ G be
a path such that Fp := Dv1 ∩ · · · ∩ Dvn is a codimension 2 face of Dvi for
every i. Since M has no ghost corner (Property (2)), int(Fp) is a lift of
a corner of MCf . As a consequence, p may be extended to a bi-infinite
path q = (vk)k∈Z such that

⋂
k∈ZDvk = Fp. Then Property (4) implies

by Proposition 4.7 that the sequence (Dvk)k∈Z satisfies the assumptions of
Proposition 5.20, whose conclusion is that Fp is contained in the boundary of

a half-space of Sd containing
⋃
n∈ZDvk , as required by Proposition 5.1. �

7.4. Totally geodesic blowups of gluings. As we have seen in Lemma 7.6,
admissible projective gluings give rise to projective cone-manifolds. Hence,
as proved in Section 4, under suitable conditions on the holonomy of the
meridians of the corners, we can blow up each singularity to a totally geo-
desic boundary component and we can also give an explicit description of
such components in terms of the geometry of the corners. This is the content
of the next theorem.

Theorem 7.19. In the setting of Theorem 7.18, assume further that

• Mf is properly convex (for instance if one of the cells has an irre-
ducible holonomy).
• Each singularity of MCf is special (Definition 4.10).

Then the following holds:

(1) The totally geodesic blowup N of the singularities of MCf (Defini-
tion 4.13) has complete walls and no ghost corners. If each cell of
M has no ghost stratum then so does N .

(2) For each wall W of N blowing up a corner C there is a developing

map of N sending
∼
W onto the interior of Conv(

∼
C, [ed]) such that the

holonomy of π1(W ) is generated by that of the corner

γ ∈ π1(C) 7−→
(
φ(γ)−1ρ′(γ)

φ(γ)
d−1
2 I2

)
∈ SLd+1(R)

and of the meridian µ−1Id−1

µ
d−1
2 λ ε

µ
d−1
2 λ−1

 ∈ SLd+1(R),
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where ρ′ is a morphism, φ a positive character, λ ≥ 1, ε = 1 if λ = 1

and 0 otherwise, and µ > λ
d+1
2 .

(3) If λ > 1 then [ed+1] yields a polar of W which satisfies the Contain-
ment Condition.

Proof. We start with the description of the developing map of N sending
∼
W

onto Conv(
∼
C, [ed]).

By Lemma 7.6, MCf is a cone-manifold: Every point of C admits a

neighborhood that embeds into a tube T = T t Sd−2. Thus we can find a

tubular neighborhood U ⊂ MCf of C and a developing map dev1 :
∼
U → T

with holonomy in the automorphism group of T. Since each cell of M is

properly convex, C is uniformisable in Sd−2 so dev1 is injective on
∼
C. Up to

making U smaller we can assume that dev1 is injective, which identifies
∼
U

with a subset of dev1(
∼
U) := V ⊂ T (note that V is the universal cover of U

but the smooth locus V is not the universal cover of the smooth locus U).

Let π : T b → T = T ∪ Sd−2 be the totally geodesic blowup of T. By
definition, the totally geodesic blowup V b of V is π−1(V). , and there is a
developing map of the universal cover of the totally geodesic blowup U b of

U denoted by dev2 :
∼
U b → V b whose holonomy consists of automorphisms

of T.

There is a developing map dev3 :
∼
T b → Sd that sends the boundary onto

Conv(Sd−2, [ed]) such that the holonomy of the meridian has the form

g =

 µ−1Id−1

µ
d−1
2 λ ε

µ
d−1
2 λ−1

 ∈ SLd+1(R),

with λ ≥ 1, ε = 1 if λ = 1 and 0 otherwise, and µ > λ
d+1
2 , since by

assumption each singularity of MCf is special.

The map dev2 lifts to a developing map dev4 :
∼
U b → Sd.

When restricted to a cell X of
∼
Mf (smooth locus of X, which is a universal

cover of a cell of MC), dev4 extends to a developing map dev5 of X that

sends
∼
C onto

∼
C ⊂ Sd−2, which in fine does not depend on X.

The map dev4 sends the boundary of
∼
U b onto Conv(

∼
C, [ed]), and the

holonomy of the meridian is g, and the holonomy of C is in Aut(B) and
commutes with g, so it preserves Sd−2 and [ed] and Span([ed], [ed+1]). Since
this holonomy must also preserve the image by dev5 of the walls of X adjacent

to
∼
C, it has to fix every point of Span([ed], [ed+1]) and hence have the form

stated in Theorem 7.19.

By Property 1 of Proposition 5.22, Conv(
∼
C, [ed]) corresponds to a cell

at infinity of the associated gluing kit G = (V, E). Property 2 of Proposi-
tion 5.22 says moreover that such a cell at infinity is a full closed face of

∂
∼
N , which implies that N has complete walls.
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By Property 1 of Proposition 5.19 and the above, a ghost stratum of
∼
N

(the intersection of at least two closed walls of
∼
N) is in fact the intersection

of at least two corners of
∼
MCf . This implies that N has no ghost corners,

and moreover no ghost stratum at all if M has no ghost stratum.

That each wall of N above a singularity with hyperbolic SL2-angle ad-
mits a polar point satisfying the Containment Condition is an immediate
consequence of Property 3 of Proposition 5.22. �

Remark 7.20. In the setting of Theorem 7.19, if every singularity has hyper-
bolic SL2-angle then the double P of N admits a convex projective structure.

7.5. Stratification of the boundary for a gluing. Lastly, after blowing
up the singularity of the convex projective cone-manifold given by a suitable
admissible gluing, we want to describe the geometry of its universal cover.
In order to do so, we have to understand the stratification of the boundary.
We do this exploiting the work we developed in Section 5 as stated in the
next result:

Theorem 7.21. In the setting of Theorem 7.19, suppose that:

• For each cell M ⊂M with universal cover
∼
M , each non-trivial face

of
∼
M touching a wall is contained in a wall.

• For each cell M ⊂M with universal cover
∼
M , each non-trivial face

of
∼
M touching a corner is a wall adjacent to the corner or is con-

tained in the corner.
• There is no ghost stratum.
• MCf is compact.

Then the associated gluing kit satisfies the assumptions of Proposition 5.28,

so any cell at infinity which is not a wall of the totally geodesic blowup
∼
N

consists of an extremal C1 point.

Proof. Let G = (V, E) be the gluing kit associated to (M, f), so that
∼
Mf =

◦
X

where X :=
⋃
D∈V D. Let us see how to derive the above theorem from

Lemmas 5.26 and 5.27 and from our compactness assumption.

Fix a smooth structure onMCf that extends that ofMf by using a nice
parametrization. Fix also a Riemannian metric.

The group Γ := π1(Mf ) acts on the set of pairs (D,W ) where D is a
cell of G and W is an adjacent wall, and this action admits finitely many
representatives (D1,W1), . . . , (Dn,Wn) since MCf is compact.

Fix i. Choose for each wall W of Di not adjacent to Wi, in a StabΓ(Wi)-
equivariant way, a segment from Wi to W with smallest length for the Rie-
mannian metric; denote by vW the starting vector (transverse to Wi) and
by yW ∈ W the ending point of the segment. By compactness of MCf ,
we can find a compact set K of transverse vectors to Wi and a set Wi of
StabΓ(Wi)-representatives of walls W of Di non-adjacent to Wi such that
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vW ∈ K for any W ∈ Wi. Then there exists an open neighborhood Ui of
Wi such that yW 6∈ Ui for any W ∈ Wi. By Lemma 5.27, we can find an
open neighborhood U ′i of Wi such that DirU ′i is convex and contains walls
in Wi. By Lemma 5.26, (Wi, X̄,Di r U ′i) is contracting.

By compactness, there is a finite number of StabΓ(Wi)-representatives
{Wi,j}j of walls of Di adjacent to Wi. Fix j. Let Di,j be the cell other than
Di which is adjacent to Wi,j and Ci,j := Wi∩Wi,j . Choose for each corner C
of Wi,j other than Ci,j , in a StabΓ(Wi,Ci,j)-equivariant way, a segment from
Ci,j to C with smallest length for the Riemannian metric; denote by vC the
starting vector (transverse to Ci,j) and by yC ∈ C the ending point of the
segment.

By compactness, we can find a compact set K of vectors tangent to Wi,j

and transverse to Ci,j and a set Ci,j of StabΓ(Wi,Ci,j)-representatives of
corners C of Wi,j other than Ci,j such that vC ∈ K for any C ∈ Ci,j . Then
there exists an open neighborhood Ui,j of Wi such that yC 6∈ Ui for any
C ∈ Ci,j . By Lemma 5.27, we can find an open neighborhood U ′i,j of Wi such

that Di ∪ Di,j r U ′i,j is convex and contains walls adjacent to a corner of

Ci,j , other than Wi,j . By Lemma 5.26, (Wi, X̄, (Di ∪Di,j)rU ′i,j) is a visible
triple.

Let us now stop fixing i, j, and let K be the set of visible triples of the
form (Wi, X̄,M) where M ⊂ Di r U ′i or (Di ∪Di,j) r U ′i,j for some i, j.

Let A,B,C,D be a path of cells of G such that A ∩B ∩ C ∩D is empty.

• if A ∩B ∩C is empty, then do the following. Find i and g ∈ Γ such
that (B,A∩B) = g(Di,Wi). Find W ∈ Wi and h ∈ StabΓ(Wi) such
that B ∩ C = ghW . Then (A ∩B, X̄, C ∩D) ∈ ghK;
• if B ∩ C ∩ D is empty, then apply the previous point to the path
D,C,B,A, so that (C ∩D, X̄,A ∩B) ∈ GLd+1(R) · K;
• if A ∩ B ∩ C and B ∩ C ∩D are non-empty, then do the following.

Find i and g ∈ Γ such that (B,A ∩ B) = g(Di,Wi). Find j and
h ∈ StabΓ(Wi) such that B ∩ C = hgWi,j and A ∩ B ∩ C = ghCi,j .
Find C ∈ Ci,j and k ∈ StabΓ(Wi,Ci,j) such that B ∩ C ∩D = ghkC.
Then (A ∩B, X̄, C ∩D) ∈ ghkK. �

8. Hyperbolic building blocks

In this section we construct the hyperbolic building blocks that serve as
input for the construction in the proof of Theorems 1.1 and 1.2. In particular
we describe the results of Bonahon and Otal [21] and we prove Theorem 1.8.

8.1. Dimension d = 3. In dimension d = 3 there is a lot of flexibility in
the choice of building blocks.
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8.1.1. 3-manifold topology. The existence of a convex hyperbolic metric with
totally geodesic boundary bent along the some corners on a compact 3-
manifold (M,∂M) such that the pleating locus coincides with a multicurve
α = α1 t · · · t αn ⊂ ∂M can be reduced to an explicit purely topological
problem by work of Bonahon and Otal [21].

Before stating their results, we briefly review the necessary terminology
and notion from 3-dimensional topology. For a more in-depth discussion,
we refer to [47, Ch 9].

Definition 8.1 (Irreducible). An orientable 3-manifold M is irreducible if
every embedded 2-sphere S2 ⊂M bounds a 3-ball B3 ⊂M .

Definition 8.2 (Atoroidal). An orientable irreducible 3-manifoldM is atoroidal
if every embedded π1-injective 2-torus T2 ⊂ M is isotopic to a component
of ∂M .

Definition 8.3 (Doubly Incompressible). Let M be a compact 3-manifold
with boundary ∂M 6= ∅. An essential multicurve α = α1 t · · · tαn ⊂ ∂M is
doubly incompressible if:

(1) We have ∑
j≤n

i(αj , ∂A) > 0

for every properly embedded essential annulus or Möbius band (A, ∂A) ⊂
(M,∂M).

(2) We have ∑
j≤n

i(αj , ∂D) > 2

for every properly embedded essential disk (D, ∂D) ⊂ (M,∂M).

Here i(•, •) denotes the geometric intersection number between closed
curves on ∂M (see [47, Ch. 8]).

The notion of doubly incompressible multicurve was introduced by Thurston
in [60]. It is well-known that doubly incompressible multicurves are abun-
dant, in fact, there is an open set O ⊂ PML of the space of projective
measured laminations on ∂M (see Lecuire [42]), such that every multicurve
α ∈ O satisfies such property. We refer to [47, Ch. 8] for an introduction to
(projective) measured laminations.

8.1.2. Convex hyperbolic 3-manifolds with prescribed corners. The existence
of hyperbolic structures on (M,∂M) is a consequence of Thurston’s Hyper-
bolization Theorem:

Fact 8.4 (Thurston, see [38, Th. 1.43]). Let M be a compact orientable
irreducible atoroidal 3-manifold with non-empty boundary ∂M 6= ∅. Let
T be the union of all toroidal components of ∂M . Then M − T admits
a complete convex hyperbolic structure of finite volume, that is M − T is
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homeomorphic to a quotient C/Γ where C ⊂ H3 is a Γ-invariant convex set
and Γ < Isom+(H3) is a discrete and torsion free subgroup.

If M has a convex hyperbolic metric of finite volume as in Fact 8.4, then
it has a large deformation space of such metrics.

In particular, Bonahon and Otal proved:

Fact 8.5 (Bonahon–Otal [21, Th. 2]). Let M be a compact orientable 3-
manifold with non-empty boundary ∂M 6= ∅ such that M is irreducible and
atoroidal. Let α1 ∪ · · · ∪αn ⊂ ∂M be a multicurve and let θ1, · · · , θn ∈ [0, π]
be a set of angles. Suppose that the following properties hold:

(1) We have ∑
j≤n

θji(αj , ∂A) > 0

for every properly embedded essential annulus or Möbius band (A, ∂A) ⊂
(M,∂M).

(2) We have ∑
j≤n

θji(αj , ∂D) > 2π

for every properly embedded essential disk (D, ∂D) ⊂ (M,∂M).

Let µ ⊂ α be the subset of curves with angle π. Then, there exists a
convex hyperbolic metric on M − µ, unique up to isotopy, such that

• Each curve αj ⊂ α− µ is a geodesic.
• The closure of each component of ∂M − α is totally geodesic.
• The pleating angle between the components adjacent to αj of α − µ

is π − θj.
• Every curve αj ⊂ µ is a rank one cusp.

The statement of Fact 8.5 is not phrased in the same language used in
Theorem 2 of [21], but is equivalent to it. We formulated it in a language
adapted to this paper.

Endowed with such hyperbolic metric M is a hyperbolic 3-manifold with
totally geodesic boundary and prescribed corners αj ⊂ ∂M and corner an-
gles θj .

It is immediate to check that if a multicurve α = α1 ∪ . . . ∪ αn is doubly
incompressible, then it is enough to choose angles θj very close to π to be
sure that the requirements of Fact 8.5 are also fullfilled.

Note that Fact 8.5 guarantees some freedom in the choice of the angles
at the corners. This is an important feature and we will use it to obtain
a certain degree of flexibility in the choice of the projective structure and
holonomy of the totally geodesic boundary tori Tj in Theorem 1.2.
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8.1.3. Deformation space. The space of isotopy classes of hyperbolic metrics
on M with totally geodesic boundary and corners or rank one cusps at the
multicurve α = α1∪· · ·∪αn has a natural topology induced by the topology
of algebraic convergence of the holonomy representations ρ : π1(M,?) →
Isom+(H3) where ? ∈ int(M) is a fixed basepoint. The next result of Bona-
hon and Otal gives a simple description of convergence of metrics in terms
of convergence of angles:

Fact 8.6 (Bonahon–Otal [21, Th. 24]). Let α = α1 ∪ · · · ∪ αn ⊂ ∂M be
a doubly incompressible multicurve. The map that associates to each hy-
perbolic metric on M with totally geodesic boundary and corners or rank
one cusps at the multicurve α the pleating angles (θ1, · · · , θn) ∈ (0, π]n is
a homeomorphism onto an open polytope Pα ⊂ (0, π]n. The image of those
metrics that have rank one cusps at the curves αj1 , · · · , αjk is contained in
the subset with θj1 , · · · , θjk = π.

Again, the statement of Fact 8.6 is not literally the one of [21, Th. 24],
but is equivalent to it.

Using a different set of parameters, Choi and Series [28] showed that the
lengths of the pleating locus of the boundary give a local parametrization
of the same space of metrics considered by Bonahon and Otal [21].

Fact 8.7 (Choi–Series [28, Th. A]). Let α = α1 ∪ · · · ∪ αn ⊂ ∂M be a
doubly incompressible multicurve. The map that associates to each hyperbolic
metric on M with totally geodesic boundary and corners or rank one cusps
at the multicurve α the pleating lengths (`1, · · · , `n) ∈ [0,∞)n is an injective
local homeomorphism. The image of those metrics that have rank one cusps
at the curves αj1 , · · · , αjk is contained in the subset with `j1 , · · · , `jk = 0.

Fact 2.1 from the introduction is a combination of Facts 8.6 and 8.7 (note
that the pleating angle is π minus the corner angle).

8.2. Dimension d ≥ 3. In this section we prove Theorem 1.8.

For convenience of the reader, we briefly recall our goal: We want to find a
closed hyperbolic d-manifold M which contains k totally geodesic connected
embedded hypersurfacesN1, · · · , Nk whose pairwise intersection C = Ni∩Nj

is a (fixed) codimension 2 connected totally geodesic submanifold and such
that the angles of intersection are ∠NjNj+1 = π/k for every j ≤ k (indices
modulo k). Furthermore, we want that the hypersurfaces Nj are pairwise
isometric and related by a cyclic isometry ρ of M that fixes C pointwise and
maps ρ(Nj) = Nj+1.

When the dimension is d ≥ 4, hyperbolic d-manifolds with patterns of to-
tally geodesic hypersurfaces can be obtained by using arithmetic techniques
and separability properties of arithmetic lattices as in Gromov-Thurston [32]
and Kapovich [39] and, in fact, our construction is inspired by those. Let
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us point out that, while we have little control on the topology and geome-
try of these examples, we can, crucially, make sure that two properties are
satisfied: The pattern and the angles at the intersections are controlled.

Our strategy is as follows: For every k we consider an explicit cocompact
arithmetic latticeG < SO0(d, 1) defined in terms of a suitable quadratic form
q. We first construct explicitly a convex-cocompact subgroup Q < G such
that Hd/Q contains, by construction, the desired configuration of k totally
geodesic embedded hypersurfaces N1, · · · , Nk intersecting exactly along a
codimension 2 totally geodesic corner C = N1 ∩ · · · ∩ Nk with angles of
∠NjNj+1 = π/k. Then we use strong separability properties of G due to
Bergeron, Haglund, and Wise [15] to embed N1 ∪ · · · ∪Nk in a finite cover
of Hd/G.

We begin with the description of some standard arithmetic manifolds
which is the starting point of the construction.

8.2.1. Arithmetic manifolds from quadratic forms. From now on let k ≥ 2
be a fixed integer.

Consider the number field F := Q(cos(π/k), sin(π/k)). It is a totally real
extension of Q, that is, every field embedding F → C has image contained in
R. We denote by σ1, · · · , σr the r = deg(F/Q) real embeddings σj : F → R
where σ1 is the trivial one σ1(x) = x for every x ∈ F .

Let O ⊂ F be the ring of integers of the field. It is a standard fact that
every x ∈ F can be written as x = a

b with a ∈ O and b ∈ N.

Lemma 8.8. There exists τ ∈ O such that

(1) F = Q(τ).
(2) τ = σ1(τ) > 0.
(3) σj(τ) < 0 for every j ≥ 2.

Proof. Choose τ1, · · · , τr ∈ F with σj(τj) pairwise distinct and with σ1(τ1) >
0 and σj(τj) < 0 for every j > 1. Let ε > 0 be smaller than minj≤r{|σj(τj)|}
and mini<j{|σi(τi) − σj(τj)|}. By the Weak Approximation Theorem (see
[48, Th. 7.20]) applied to the r absolute values | • |j := |σj(•)|, there ex-
ists τ ∈ F such that |σj(τ) − σj(τj)| < ε. By our choice of ε, we have
that σ1(τ), · · · , σr(τ) are pairwise distinct, in particular, τ has degree r =
deg(F/Q) over Q which implies F = Q(τ). Furthermore, by our choice of ε,
we also have σ1(τ) > 0 and σj(τ) < 0 for every j > 1. �

Consider the quadratic form of signature (n, 1)

q(x) := x2
1 + . . .+ x2

d − τx2
d+1.

Let SO(q)O be the group of orientation preserving isometries of q with co-
efficients in O that preserve the hyperboloid

Hd := {x ∈ Rd,1 |q(x) = −1, xd+1 > 0}.

Lemma 8.9. SO(q)O < SO(q) is discrete and acts cocompactly on Hd.



72 PIERRE-LOUIS BLAYAC AND GABRIELE VIAGGI

Proof. This comes from the so-called restriction of scalars construction (see
[12, Ex. 5 §2.1]) which requires that the quadratic forms

qσj := x2
1 + . . .+ x2

d − σj(τ)x2
d+1.

are all positive definite for j > 1 while qσ1 has signature (d, 1) (as ensured
by Lemma 8.8). �

We will work with closed oriented hyperbolic d-manifolds that are quo-
tients of Hd by torsion free finite index subgroups of SO(q)O. Such groups
are abundant by Selberg’s Lemma and Malcev’s Theorem (see [50]). The
group SO(q)O has also much stronger subgroup separability properties and
we will need them later on:

Fact 8.10 (Bergeron–Haglund–Wise [15, Th. 1.4]). There exists a torsion
free finite index subgroup G < SO(q)O such that every convex-cocompact
subgroup of G is separable.

Let us fix such a G < SO(q)O.

We briefly recall the definition of separability:

Definition 8.11 (Separable). A subset S ⊂ A of a group A is separable if
for every g ∈ A − S there exists a finite index subgroup A′ < A such that
S ⊂ A′ and g 6∈ A′.

Consider the hyperplane

H := {x ∈ Rd,1 |x1 = 0}
and the codimension 2 plane

V := {x ∈ Rd,1 |x1 = x2 = 0}.

Let ρ be the π/k-rotation around V

ρ :=

 cos(π/k) − sin(π/k)
sin(π/k) cos(π/k)

Id−1

 .

Note that ρ ∈ SO(q)F . This implies that:

Lemma 8.12. The subgroup

G ∩ ρGρ−1 ∩ · · · ∩ ρ2k−1Gρ−(2k−1)

has finite index in G and is normalized by ρ.

Proof. Recall that every x ∈ F can be written as x = a
b where a ∈ O, the

ring of integers of F , and b ∈ N. For every 1 ≤ j ≤ 2k, write every entry of
ρj as a fraction of an element in O and an element in N and let D ⊂ N be the
finite set of the denominators (note that ρ−j = ρ2k−j for every 0 ≤ j ≤ 2k).
Let δ ∈ N be the product of all the elements in D.

Let I < O be the ideal generated by δ2.
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In particular, as O is finitely generated as a Z-module (see [48, Cor. 2.30]),
O/I is a finite extension of the finite ring Z/δ2Z and, hence, it is itself a
finite ring.

Consider the congruence subgroup of G

Gδ := ker(G < SO(q)O → SLn+1(O/I)).

Gδ has finite index in G. Every matrix A ∈ Gδ can be written as A = I+B
with every entry of B of the form δ2u for some u ∈ O. Therefore, the matrix
ρjAρ−j = I + ρjBρ−j has coefficients in O and preserves q. In other words,
the conjugation by ρj induces an injective homomorphism Gδ → SO(q)O.

Note that ρjGδρ
−j < SO(q)O, being cocompact in SO(q), has finite index

in SO(q)O.

As the intersection G ∩ ρGρ−1 ∩ · · · ∩ ρ2k−1Gρ−(2k−1) contains the inter-
section of finite index subgroups Gδ ∩ρGδρ−1∩· · ·∩ρ2k−1Gδρ

−(2k−1), it has
finite index in G. �

Recall that separability passes to subgroups, meaning that, if S is sepa-
rable in A and B < A, then S ∩B is separable in B. Hence, up to replacing
G with the intersection given by Lemma 8.12, we can assume that G is
normalized by ρ. From now on we assume this is the case.

8.2.2. A ping-pong argument. We now construct a convex-cocompact sub-
group Q < G such that Hd/Q contains the desired configuration of hyper-
surfaces.

Recall that H ⊂ Hd is the hyperplane {x ∈ Rd,1 |x1 = 0}.
Let K denote the isometry group K := G ∩ SO(q|H)O where we identify

SO(q|H)O with its natural inclusion in SO(q)O. Observe that K acts co-
compactly on H as SO(q|H)O act cocompactly on H (by Lemma 8.9) and
K is a finite index subgroup of it.

We have:

Proposition 8.13. There exists a finite set A ⊂ K such that for every
finite index subgroup of T < K with T ∩ A = ∅ we have the following: The
group

Q = 〈T1, · · · , Tk〉 < G,

where Tj := ρjTρ−j leaves invariant the hyperplane Hj := ρjH, has the
following properties:

(1) It is convex-cocompact.
(2) The projection π : Hj → Hd/Q induces an embedding Hj/Tj →

Hd/Q.
(3) For every 1 ≤ i < j ≤ k we have Hi/Ti ∩ Hj/Tj = V/P where

P = StabT (V ).

Proof. The idea of the proof is to construct a suitable ping-pong system
adapted to the groups T1, · · · , Tk and hyperplanes H1, · · · , Hk.
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The group Q is a subgroup of G because G is normalized by ρ and T < G.

Let us consider a very large R > 0 which we will adjust for our needs
later on.

First, we select a finite index subgroup T < K so that

dHd(V, αV ) ≥ R.
for every α ∈ T − P where P = StabT (V ).

We can find such subgroup by using hyperplane separability properties:
Let W ⊂ V be a compact fundamental domain for the action of P on V .
Consider the finite set

AR = {γ ∈ K − P | dHd(W,γW ) < R}.
By [15, Lem. 1.7] the subgroup P < K is separable, thus there exists a
finite index subgroup T < K containing P and such that T ∩ AR = ∅.
Such subgroup satisfies the assumption: If we had dHd(V, γV ) ≤ R for some
γ ∈ T − P , then we would have dHd(αW, γβW ) ≤ R for some α, β ∈ P
and, hence, dHd(W,α−1γβW ) ≤ R. As a consequence, by our choice of
AR, we would get α−1γβ ∈ P and, hence, γ ∈ P contradicting the initial
assumption.

Consider the two hyperplanes H ′j , H
′′
j containing V that form with Hj

angles of π/2k. The hyperplanes H ′j , H
′′
j divide Hd into four quadrants. Let

us consider the union Uj of two opposite closed quadrants containing Hj .
Notice that, by the angle assumption, we have Ui ∩ Uj = V for every i < j.
In particular, the interiors of the sectors U1, · · · , Uk are pairwise disjoint.

Uj

R qp

ξ

Figure 9. Ping-pong system.

We use these sectors as a ping-pong system.

Claim 1. We have:

(i) If β ∈ P , then β(Uj) = Uj .
(ii) Let R be big enough. If αi ∈ Ti − P and i 6= j, then αi(Uj) ⊂ int(Ui).
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Proof of the claim. The first part is clear.

For the second part, consider Hi, Hj , αiHj . We need the following:

Lemma 8.14. There is a 2-plane Z ⊂ Hd that intersects orthogonally all
of them.

Proof. We work in the projective model Hd ⊂ RPd.
With a slight abuse of notation, unless it is not necessary, we will not

make a distinction between a totally geodesic subspace of Hd and the cor-
responding linear subspace of RPd. Also recall that every linear subspace
L ⊂ RPd has a dual L∗ ⊂ RPd which corresponds to the orthogonal subspace
L⊥ with respect to the quadratic form q.

A 2-plane Z ⊂ Hd is orthogonal to a hyperplane H ⊂ Hd if and only if Z
passes through the dual point H∗.

Let xi, xj , αjxi be the dual points of Hi, Hj , αjHi. Let

Z := Span{xi, xj , αjxi}

be the linear subspace of RPd they generate. Notice that Z is dual to the
intersection (as linear subspaces) Hi ∩Hj ∩αjHi. The triple intersection of

the hyperplanes (as linear subspaces) avoids the closure of Hd as

(Hi ∩Hj ∩ αjHi) ∩ H̄d = (V ∩ αjV ) ∩ H̄d = ∅.

In particular, the restriction of the quadratic form q to the triple intersection
is positive definite. As a consequence, the restriction of the quadratic form q
on the dual space Z has signature (2, 1) which implies that Z intersects Hd in
a totally geodesic H2. Furthermore, by construction, Z passes through the
dual points xi, xj , αjxi, hence, it is orthogonal to the subspaces Hi, Hj , αjHi.

�

Let Z be the 2-plane provided by Lemma 8.14.

Consider the intersection points p = Z ∩ V, q := Z ∩ αiV .

By the assumption on T , we have that dHd(p, q) ≥ dHd(V, αiV ) ≥ R.

Consider also the intersections at infinity {ξ, ζ} := ∂Z ∩ ∂αiHj . The
angles ∠pqξ,∠pqζ are respectively |j − i|π/k and π − |j − i|π/k. Consider
the triangles ∆(p, q, ξ) and ∆(p, q, ζ). By hyperbolic trigonometry (see []),
the angles at p are very small: By the hyperbolic law of cosines and a small
manipulation we have

sin (∠qpξ) , sin (∠qpζ) ≤ 2

cosh (dHn(p, q)) sin
(
|j − i|πk

)
≤ 2

cosh(R) sin
(
|j − i|πk

) .
If R is chosen so that the angles ∠qpξ,∠qpζ are much smaller that π/2k,

then αiUj is contained in Ui. �
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Using the ping-pong system, we deduce the properties that we need.

Properties (2) and (3). Let us pick an element γ ∈ Q. We can always
write it as γ = αj1 · · ·αjn where αjk ∈ Tjk − P and αjn ∈ Tjn and such that
jk 6= jk+1 for every k.

Let us observe that, by the first claim, we have γHi ⊂ Uj1 for every
Hi and, furthermore, γHi ⊂ int(Uj1) if n > 1: In fact, consider first αjnHi

there are two cases: If jn = i, then αjnHi = Hi and, hence, it is contained in
Ui = Ujn . Otherwise, by the Claim, αjnHi ⊂ αjnUi ⊂ Ujn . The conclusion
follows by inductively applying the Claim using the fact that jk 6= jk+1:

γHi = αj1 · · ·αjnHi

⊂ αj1 · · ·αjn−1Ujn

⊂ αj1 · · ·αjn−2 int(Ujn−1)

⊂ · · ·
⊂ αj1Uj2 ⊂ int(Uj1).

We can now prove the following

Claim 2. If γHi ∩Hj 6= ∅, then γ = αjαi with αi ∈ Ti and αj ∈ Tj .

Proof of the claim. We proceed by induction on the length of the shortest
representative of γ of the above form γ = αj1 · · ·αjn . The base case n = 1
is clear. If n > 1 then, by the above computation, γHi ⊂ int(Uj1). As

γHi ∩ Hj 6= ∅, we must have j1 = j. Consider γ′ = α−1
j1
γ. The element

γ′ has by construction a shorter representative than γ and satisfies γ′Hi ∩
Hj = α−1

j1
(γHi ∩Hj) 6= ∅. Therefore, by the inductive hypothesis, we have

γ′ = α′jα
′
i with α′j ∈ Tj and α′i ∈ Ti. Finally, we conclude γ = (αj1α

′
j)α
′
i

which concludes the inductive step as αj1α
′
j ∈ Tj . �

Claim 3. For every j ≤ k, the natural map Hj/Tj → Hd/Q is an embedding.

Proof of the claim. Suppose that π(x) = π(y) for x, y ∈ Hj . Then, there
exists γ ∈ Q such that y = γx and, in particular, γHj ∩ Hj 6= ∅. By the
previous claim, we deduce that γ ∈ Tj and, hence [x] = [y] in Hj/Tj . �

Claim 4. For every i < j we have Hi/Ti ∩Hj/Tj = V/P .

Proof of the claim. Suppose that π(x) = π(y) for x ∈ Hi, y ∈ Hj . Then,
there exists γ ∈ Q such that y = γx and, in particular, γHi ∩Hj 6= ∅. By
the previous claim, we deduce that γ = αjαi with αj ∈ Tj and αi ∈ Ti. In
order to coclude we just observe that

α−1
j (γHi ∩Hj) = α−1

j (αjαiHi ∩Hj) = Hi ∩Hj = V

so that y ∈ γHi ∩Hj = αjV and x = γ−1y ∈ αiV . Therefore π(x) = π(y) ∈
V/P . �
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This concludes the proof of the properties (2) and (3).

Property (1). By Fact 3.20, it is enough to prove that the orbit of a
point p ∈ V is quasi-convex provided that R is large enough. As the orbit
is coarsely dense in Hj for each j ≤ k, it is enough to show that

C :=
⋃

γ∈Q, j≤k
γHj

is quasi-convex.

Notice that C has an intrinsic path metric. Two distinct points of C can
be connected by either a geodesic segment of Hd, if they lie on the same flat
piece γHi, or by a concatenation κ = κ1 ? . . . ? κm ⊂ C of geodesic segments
of Hd which is geodesic for C and where each κj lies on some translate γjHij

and has endpoints on two different translates of V in γjHij . We show that
such intrinsic C-geodesics κ are a uniform quasi-geodesics and, therefore, by
stability of quasi-geodesics, they lie at a uniform Hausdorff distance from
the geodesic in Hd joining the same endpoints. This suffices to prove that
C is quasi-convex.

In order to prove that κ is a uniform quasi-geodesic we need a couple
of observations: First, the length of each κj is at least R as the geodesic
segment joins distinct translates of V . Second, as the concatenation is a
geodesic for the intrinsic path metric of C, the angle between two consecutive
segments κj , κj+1 is at least the angle between γjHij , γj+1Hij+1 which is at
least π/k. The conclusion follows from the following elementary fact

Fact 8.15. For every θ > 0 there exist R > 0 and c > 0 such that each
concatenation κ ⊂ Hd of geodesic segments of length at least R forming
angles of at least θ is a c-quasi-geodesic.

This concludes the proof. �

We are now ready to prove Theorem 1.8.

8.2.3. The proof of Theorem 1.8. We prove part (a).

Let Q < G be the subgroup provided by Proposition 8.13. By Fact 8.10,
Q is separable in G. A standard argument shows that:

Claim. There is a finite index subgroup G′ < G containing Q < G′ and such
that the covering projection Hd/Q → Hd/G′ restricts to an embedding on
N1 ∪ · · · ∪Nk ⊂ Hd/Q where Nj := Hj/Tj .

Proof of the claim. By Proposition 8.13, Q acts cocompactly on a convex
set CH ⊂ Hd. The quotient CH/Q embeds in Hd/Q and contains Hj/Tj .

Consider the covering projections π : Hd/Q→ Hd/G and the restriction of π
to CH/Q. Observe that π(p) = π(q) for some p, q ∈ C/Q if and only if there
exists lifts x, y ∈ F of p, q to some compact fundamental domain F ⊂ CH
and an element γ ∈ G such that γx = y.
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We use separability of Q to eliminate this configuration in an intermediate
finite covering Hd/Q→ Hd/G′ → Hd/G: Consider the finite set

A := {γ ∈ G−Q |γF ∩ F 6= ∅}.

By separability of Q in G, there exists a finite index subgroup G′ < G
containing Q and such that G′ ∩ A = ∅. As G′ contains Q, we have a
covering projection π′ : Hd/Q → Hd/G′. By our choice of A and the fact
that G′ ∩A = ∅, the restriction of π′ to CH/Q is now injective. �

By Proposition 8.13 and the fact that the projection Hd/Q → Hd/G′

restricts to an embedding on N1 ∪ · · · ∪Nk ⊂ C/Q, the abstract completion
M of any of the complementary components of Hd/G′ −N1 ∪ · · · ∪Nk is a
compact hyperbolic d-manifold with totally geodesic boundary and corners,
all the corner angles are equal to π/k, and, if k is even, then the graph of
the boundary is bipartite.

This finishes the proof. �

9. Hyperbolic doubles

In this section we prove Theorems 1.1, 1.2, and 1.5.

We will deduce them from the following special case of the glue-and-bend
construction, namely, the double of a compact convex hyperbolic manifold
with totally geodesic boundary bent along some corners.

Theorem 9.1. Let M be a compact convex hyperbolic bc-manifold with non-
empty boundary of dimension d ≥ 3. Fix a parameter for each wall. Suppose
that

(i) All the corner angles are smaller than π/2.
(ii) For every corner C with angle θ and adjacent walls W and W ′ with

parameters µ and µ′, denoting ν = µ
d+1
2 and ν ′ = µ′

d+1
2 ,

t := cos(θ)2

(
ν

ν ′
+
ν ′

ν

)
− sin(θ)2

(
ν ′ν +

1

ν ′ν

)
≥ 2.

Set µC := max
{
µ
µ′ ,

µ′

µ

}
and λC := t

2 +
√

t2

4 − 1.

Then the following holds:

(1) N := DM − U obtained from the double DM of M by removing a
tubular neighborhood U of the corners admits a convex projective
structure with totally geodesic boundary.

(2) For each wall W of N there is a developing map of N sending a copy

of
∼
W onto Conv(Hd−2, [ed]) such that the holonomy of π1(W ) is the
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group generated by

(
ΓC

I2

)
,

 µ−1
C Id−1

µ
d−1
2

C λC ε

µ
d−1
2

C λ−1
C

 ∈ SLd+1(R),

with ε = 1 if λ = 1 and 0 otherwise and where C is the corner W
blows up, with holonomy ΓC < SO(d− 2, 1).

(3) If λC > 1 then N satisfies the Containment Condition with respect
to W and the polar [ed+1].

(4) Every pair of distinct walls of
∼
N ⊂ Sd have disjoint closures (i.e.

N has no ghost stratum) and every point of ∂
∼
N outside closures of

walls is extremal and C1.

Before proving the main result, let us fix some notations.

9.1. Some notations. For every θ ∈ [0, 2π), we will denote by rθ, Rθ the
rotations

(9.1) rθ :=

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)
∈SL2(R), Rθ :=

(
Id−1

rθ

)
∈SLd+1(R).

For every µ > 0, we will also denote by bµ, b
′
µ, Bµ the bulging matrices

(9.2) bµ :=

( 1
µ 0

0 µ

)
∈SL2(R), b′µ :=

( 1
µ 0

0 µd

)
∈GL+

2 (R),

and

(9.3) Bµ :=

( 1
µId

µd

)
=

(
1
µId−1

µ
d−1
2 bµ(d+1)/2

)
∈SLd+1(R).

9.2. Projective structures on hyperbolic doubles. The basic compu-
tation behind the proof of Theorem 9.1 is that of the holonomy of a meridian
around each corner, and the tube-type of the corner. Let us use the notation
from Theorem 9.1, and further denote by M′ the copy of M that we glue to
M, and by M and M ′ the smooth loci of these manifolds.

We bulge the gluing DM of M with its double M ′ (and hence obtain a
projective structure on DM) using the parameters of Theorem 9.1 for the
walls of M , and using trivial parameters equal to 1 for the walls of M ′.

9.2.1. Holonomy of meridians. Consider a corner C of M with angle θ and
adjacent walls W and W ′ with bulging parameters µ and µ′.

Set ν = µ(d+1)/2 and ν ′ = µ′(d+1)/2.

Let U ⊂ DM be an open neighborhood of a point of C such that U ∩M
and U ∩M′ are both small hyperbolic balls (hence convex).

Let
∼
U ⊂

∼
T be the lift of U , which identifies with any lift of U in

∼
DM . It is

moreover the gluing of sequences of lifts (Vn)n∈Z and (V ′n)n∈Z of respectively
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U ∩M and U ∩M ′, along lifts (Wn)n∈Z and (W ′n)n∈Z of U ∩W and U ∩W ′,
such that Vn ∩ V ′n = Wn and V ′n ∩ Vn+1 = W ′n+1.

Consider a hyperbolic developing chart φ of U ∩M that sends M ∩ C in
Hd−2, sends U∩W ′ in Conv(Hd−2, [ed]), and sends U∩M in Conv(Hd−1, [ed+1]).

This determines a developing map dev for the (bulged) projective struc-

ture on
∼
U . An elementary computation shows the following:

Lemma 9.2. Let γ be a meridian around C that starts on U ∩ W ′, goes
through U ∩ M , intersects U ∩ W , then goes through U ∩ M ′ back to its
starting point.

• The SLd+1(R)-holonomy of γ is ρ(γ) = RθBµRθB
−1
µ′ .

• The SL±2 -angle of ρ(γ) (Definition 4.4) is

g(γ) = rθbνrθb
−1
ν′ .

• The projection of dev(V0∪V ′0) in S1 = S(Rd+1/Rd−1) is the properly

convex segment between [ed] and rθbνrθb
−1
ν′ [ed].

9.2.2. The proof of Theorem 9.1. The plan is the following.

• We check that the conditions of Theorem 7.18 are satisfied.
• We apply Theorem 7.18 to obtain that DM is convex.
• We check that the conditions of Theorem 7.19 are satisfied, in par-

ticular that DM is properly convex.
• We apply Theorem 7.19 to obtain the totally geodesic blowup N of
DM, which has no ghost stratum and satisfy the Containment Con-
dition at walls blowing up singularities with hyperbolic SL2-angle.

• We prove that every point of ∂
∼
N outside closures of walls is extremal

and C1 using Theorem 7.21, Corollary 5.15 and Observation 5.16.

Proof of Theorem 9.1. Let us check that the assumptions of Theorem 7.18
are verified (this is where we use Lemma 9.2):

Claim 1. DM is connected.

Proof of the claim. This is clear. �

Claim 2. M is properly convex, with complete walls and corners, and with-
out ghost strata.

Proof of the claim. This follows from our assumption and Fact 7.14. �

Claim 3. Every wall of M satisfies the Containment Condition relatively to
its hyperbolic polar.

Proof of the claim. This is given by Fact 7.17. �

Claim 4. Each singularity of DM̂ is uniformisable in Sd (Proposition 4.7).
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Proof of the claim. Fix a corner C of DM and take notation from Sec-
tion 9.2.1 and Lemma 9.2.

By Lemma 4.9 and the last point of Lemma 9.2, we only need to check
that g(γ) = rθbνrθb

−1
ν′ is non-trivial (this is an elementary computation) and

has trace at least 2, which is exactly the assumption of Theorem 9.1 since
this trace is

t = cos(θ)2

(
ν

ν ′
+
ν ′

ν

)
− sin(θ)2

(
ν ′ν +

1

ν ′ν

)
. �

At this point we can use Theorem 7.18 to say that DM is convex. To be
able to use Theorem 7.19, we need to check that:

Claim 5. Each singularity of DM is special (Definition 4.10).

and

Claim 6. DM is properly convex.

Proof of Claim 5. Take notation from the above proof of (4). We have

ρ(γ) =

((
ν
ν′

)− 2
d+1 (

ν
ν′

) d−1
d+1 g(γ)

)
.

According to Definition 4.10 (more precisely (4.10)), we must show that(
ν
ν′

)2 − ( νν′ ) t+ 1 is positive. We compute:( ν
ν ′

)2
−
( ν
ν ′

)
t+ 1 = sin(θ)2

(( ν
ν ′

)2
+ 1 + ν ′2 + ν−2

)
> 0. �

To prove Claim 6 we will need the following.

Fact 9.3. Any compact convex hyperbolic bc-manifold X = (C ⊂ Hd)/Γ
of dimension at least 3 has irreducible holonomy (no invariant proper sub-
space).

Proof of the fact. It is classical that Γ is irreducible if and only if the con-
vex hull in Hd of its limit set has non-empty interior (see for instance [19,
Prop. 2.5]).

As Γ acts cocompactly on the closed convex subset C ⊂ Hd, its limit set
is ∂C ∩ ∂Hd. Moreover, the closure of C (in Sd) is the convex hull of its
extremal points. None of these extremal points is in ∂C ∩ Hd since this set
is a union of walls and corner (the corners have positive dimension since
d > 2), so they are all in ∂C ∩ ∂Hd, the limit set of Γ, whose convex hull is
therefore C, which has non-empty interior. �

Proof of Claim 6. Suppose d > 2, then by Fact 9.3 π1(M) acts irreducibly
on Sd, which immediately implies, by standard arguments, that DM , which
is π1(M)-invariant, is properly convex (see Definition 3.1). �
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At this point we can apply Theorem 7.19.

Finally, Theorem 7.21, Corollary 5.15 and Fact 5.16 ensure that every

point of ∂
∼
N outside closures of walls is extremal and C1, provided that:

Claim 7. Every point of ∂
∼
M ∩ ∂Hd outside the closures of the walls is an

extremal C1 point of ∂
∼
M .

Claim 8. For every wall
∼
W ⊂

∼
M , every point of ∂

∼
W ∩ ∂Hd outside closures

of a corners is an extremal C1 point of the boundary of the union of
∼
M with

any bulged reflection of
∼
M across

∼
W .

The proofs of these two points are essentially the same.

Proof of Claim 7. Let x ∈ ∂
∼
M ∩ ∂Hd be outside the closures of the walls.

This point is extremal for
∼
M because it is extremal for Hd, which contains

∼
M .

Pick p ∈
∼
M . Since M is compact, the fact that x does not lie in the closure

of a wall says that the projection of the ray [p, x) comes back infinitely often
in a compact subset of the interior of M . Therefore there exists r > 0 and
pn ∈ [p, x) tending to x such that the ball of Hd of radius r around all pn
is contained in

∼
M . This classically implies that ∂

∼
M is C1 (otherwise there

would be a ray [q, x) ⊂ Hd outside of
∼
M , but then by basic hyperbolic

geometry this ray would eventually get arbitrarily close to [p, x)). �

Proof of Claim 8. Consider a bulged reflection
∼
M ′ of

∼
M across

∼
W . One can

stretch Hd to obtain a π1(W )-invariant ellipsoid E that contains
∼
M ∪

∼
M ′,

and such that E ∩ Sd−1 = Hd−1.

Let x ∈ ∂
∼
W ∩ ∂Hd−1 be outside the closures of corners. This point is

extremal for
∼
M because it is extremal for E , which contains

∼
M ∪

∼
M ′.

Pick p ∈
∼
W . Since W is compact, the fact that x does not lie in the

closure of a corner says that the projection of the ray [p, x) comes back
infinitely often in a compact subset of the interior of W . Therefore there
exists r > 0 and pn ∈ [p, x) tending to x such that the ball of E of radius r

around all pn is contained in
∼
M ∪

∼
M ′. This classically implies that ∂

∼
M ∪

∼
M ′

is C1. �

This concludes the proof of Theorem 9.1. �

Remark 9.4 (The case d = 2). Note that the proof given above holds also
in dimension d = 2 except in Claim 6. However, the conclusion of the claim
still holds (by an elementary argument).

9.3. The proofs of the main theorems.

Proof of Theorems 1.3 and 1.5. Fix k = 4. Let M be the convex compact
hyperbolic d-manifold with totally geodesic boundary and corners with an-
gles π/4 provided by Theorem 1.8, whose graph of the boundary is bipartite.
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Let us consider a coloring of the walls of M in yellow and purple such that
any two adjacent walls have different colors.

For j = 1, 2, consider νj such that

1√
2

(
ν2
j + ν−2

j

)
− 1√

2
(1 + 1) = 2 + (2− j).

By Theorem 9.1, by giving parameters ν
(d+1)/2
j and ν

−(d+1)/2
j to yellow

and purple walls, we get a compact convex projective manifold with to-
tally geodesic boundary Nj without corners, with complete walls (Defini-
tion 7.10), and without ghost strata (Definition 7.12). (Note that N1 and
N2 are homeomorphic.)

Let
∼
Nj ⊂ Sd be the universal cover of Nj . Then:

• The description stated in Theorem 1.5 of the walls of
∼
Nj (the lifts of

the walls of Nj) as cones with stabilizer of the form π1(C)× Z with
C ⊂M a corner, is given in Theorem 9.1.
• Using again Theorem 9.1, every point of ∂Nj which is not in the

closure of a wall is extremal and C1.

Let Γj be the fundamental group of Nj .

Let Λj be the full orbital limit set of Γj in ∂Ωj .

• By Theorem 6.3, Γj is relatively hyperbolic with respect to the fun-
damental groups of the walls of Nj , i.e. the stabilizers of the walls

of
∼
Nj .

Case j = 1. If j = 1, then:

• Each wall has a polar that satisfies the Containment Condition by
Theorem 9.1.
• By Theorem 7.18, the projective structure on N1 extends to a con-

vex projective structure on the double N = DN1, which is actually
properly convex as d ≥ 3 by Fact 9.3.
• Let Ω1 ⊂ Sd be the universal cover of N , which is divided by Γ :=
π1(N) since N is a closed manifold. By Proposition 6.1, Γ1 acts
convex-cocompactly on Ω1.
• Let us call “wall” the image in N of the walls of N1, and the lifts

of these in Ω1. By the description of the walls of
∼
N1 and their

stabilizers, the walls of Ω1 form a Γ-invariant collection of properly
embedded cones with pairwise disjoint closures, whose stabilizers
have the form π1(C)× Z where C ⊂M is a corner.
• By Theorem 7.21, Corollary 5.15 and Fact 5.16, every point of ∂Ω1

which is not in the closure of a wall is extremal and C1.
• By Fact 6.4, Γ is relatively hyperbolic with respect to the stabilizers

of the walls, i.e. the properly embedded cones. This concludes the
proof of Theorem 1.3.
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• By convex-cocompactness and [30, Lem. 4.1], Λ1 = ∂
∼
M1 r

∼
M1, so

that CH(Λ1) r Λ1 =
∼
M1.

This finishes the proof of Theorem 1.5.

Case j = 2. Suppose j = 2. Let us check that Λ2 = ∂
∼
M2 r

∼
M2.

The inclusion Λ2 ⊂ ∂
∼
M2 r

∼
M2 is clear, let us prove the other one.

Fix p ∈ Ω2. Let x ∈ ∂
∼
M2 which is not in the closure of any wall. As

shown in the proof of Theorem 6.3, the image of [p, x) in M2 comes back
infinitely often in a compact subset of the complement of the walls, in other
words there exists xn ∈ [p, x) going to x and gn ∈ Γ2 such that gnxn stays
in a compact subset of Ω2. Consider R > 0 large enough so that the closed
Hilbert ball Bn := BR(gnxn) contains p for every n. Since x is extremal,
g−1
n Bn = BR(xn) converge to x (see for instance [18, Fact 2.1.10]). In

particular, x ∈ Γ2 · p.
As points in the relative boundary of walls can be approached by points

outside closed walls, ∂
∼
M2 r

∼
M2 is contained in Γ2p, and hence in the full

orbital limit set. �

Theorem 1.1 is a particular case of Theorem 1.3.

We prove Theorem 1.2.

Proof of Theorem 1.7. Take ε from Fact 2.1. Consider ai, bi, ci, i = 1, . . . , n,
as in Theorem 1.7, i.e. such that 1 < ai < eε/2, bi > 3 and 1 < ci < −2+b2i /2.

Set `i := 2 ln(ai) < ε, and consider the hyperbolic metric on M with
totally geodesic and corners, such that the corners are the αi’s, with length
`i and angle θi < π/4.

The fact that ci < −2 + b2i /2 and θi < π/4 guarantees that

ci + c−1
i <

1

2
(b2i + b−2

i )− 1 < cos2 θi(b
2
i + b−2

i )− 2 sin2 θi,

and, hence, that

2 <
cos2 θi(b

2
i + b−2

i )− (ci + c−1
i )

sin2 θi
.

Thus there exists a unique di > 1 such that

d2
i + d−2

i <
cos2 θi(b

2
i + b−2

i )− (ci + c−1
i )

sin2 θi
,

and

ti := cos2 θi(b
2
i + b−2

i )− sin2 θi(d
2
i + d−2

i ) = ci + c−1
i > 2.

Set µi :=
√
bidi and µ′i :=

√
di/bi.

Note that µi/µ
′
i = bi and µiµ

′
i = di and ci = ti/2 +

√
t2i /4− 1.
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We get the desired projective structure on DM r U by applying the
bulging procedure from Theorem 9.1 with parameters µi and µ′i (recall that
d = 3). �

9.4. Commensurability. Lastly, we show that our construction is flexible
enough to produce an abundance of examples of inequivalent non-symmetric
non-strictly divisible convex domains.

To begin with let us recall the definition of commensurability.

Definition 9.5 (Commensurable). Two groups G,G′ are commensurable if
they contain isomorphic finite index subgroups H < G,H ′ < G′.

We prove

Theorem 9.6. Suppose d ≥ 5. Let θ = π/n, θ′ = π/n′ be such that the
number fields F = Q(cos(θ), sin(θ)), F ′ = Q(cos(θ′), sin(θ′)) are different.
Let τ ∈ F, τ ′ ∈ F ′ be elements satisfying the assumptions of Lemma 8.8. Let
Γ,Γ′ < PSLd+1(R) be the groups as in Theorem 1.3 dividing the properly
convex sets Ω,Ω′ ⊂ RPd which are relatively hyperbolic with respect to the
collections of subgroups {Θj × Z}j∈J , {Θ′j × Z}j∈J ′ with Θj ,Θ

′
j finite index

subgroups of SO(q)O,SO(q′)O′ where q = x1 + · · · + x2
d−2 − τy2 and q′ =

x1 + · · ·+ x2
d−2 − τ ′y2. Then Γ,Γ′ are not commensurable.

Proof. Suppose that Γ,Γ′ are commensurable. This means that there exists
a group G that embeds in both Γ,Γ′ as a subgroup of finite index. Let us
say G < Γ and ι : G ↪→ Γ′ is an embedding.

As Γ,Γ′ are relatively hyperbolic with respect to the collections of sub-
groups {Θj × Z}j∈J , {Θ′j × Z}j∈J ′ it follows that G is relatively hyperbolic

with respect to {Sj,α := α(Θj × Z)α−1 ∩ G}j∈J,α∈Γ and also with respect
to {S′j,α := ι−1(α(Θ′j × Z)α−1)}j∈J ′,α∈Γ′ . Notice that each Sj,α, ι(S

′
j,α) is a

finite index subgroup of α(Θj × Z)α−1, α(Θ′j × Z)α−1.

By work of Islam and Zimmer [35, Th. 1.6], we have the following: Let
L′j,α be the (full orbital) limit set of the group S′j,α in Ω. Then:

• L′j,α ⊂ ∂Ω is closed and CH(L′j,α) r L′j,α is a convex subset of Ω

• The group S′j,α acts cocompactly on CH(L′j,α) r L′j,α ⊂ Ω.
• There is an equivariant homeomorphism between the Bowditch bound-

ary of (G, {S′j,α}j∈J ′,α∈Γ′) and the space obtained from ∂Ω by col-

lapsing each L′j,α to a point. In particular, the sets L′j,α ⊂ ∂Ω are
pairwise disjoint.
• If [a, b] ⊂ ∂Ω is a non-trivial line segment, then [a, b] ⊂ L′j,α for some

j ∈ J ′ and α ∈ Γ′.

Consider one of the properly embedded cones CH(H, p)∩Ω ∈ C on which
acts cocompactly Si,β = β(Θk × Z)β−1 ∩ G for some k ∈ J and β ∈ Γ; let
Li,β be the full orbital limit set of Si,β, i.e. the relative boundary of the cone.
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For every q ∈ ∂H the line segment [q, p] ⊂ ∂Ω is contained in some L′j,α.
As all segments intersect in p we conclude that they are all contained in the
same L′j,α. Therefore Li,β ⊂ L′j,α and CH(H, p) ⊂ CH(L′j,α).

Note that Si,β preserves L′j,α. Indeed if γ ∈ Si,β then L′j,ι(γ)α = γL′j,α
contains Li,β hence intersects L′j,α and hence is equal to it.

Since S′j,α is a finite index subgroup of StabG(L′j,α), this means that

Si,β ∩ S′j,α is a finite index subgroup of Si,α. In particular its cohomo-
logical dimension is the same as that of Si,β, which is d−1, which is also the
cohomological dimension of S′j,α. By a standard argument (see [57]), this

implies that Si,β ∩ S′j,α is also a finite index subgroup of S′j,α.

In particular, Θ′j × Z and Θi × Z are commensurable as they contain the

isomorphic finite index subgroups Si,β ∩ S′j,α and ι(Si,β ∩ S′j,α).

Let K be a group such that every finite index subgroup of K has trivial
center. For example, all Θi,Θ

′
j have such property. Consider a finite index

subgroup S < K ×Z. Then the center of S is Z(S) = S ∩ ({1}×Z) and we
have

S/Z(S) = S/ (S ∩ ({1} × Z)) ' π(S) < K

where π : K × Z→ K is the projection onto the first factor.

Let us prove this claim: Consider π(S) < K. It is a finite index subgroup
and, hence, it has trivial center by assumption. If (α, t) ∈ S is in the center of
S, then α is in the center of π(S) which is trivial. Vice versa it is immediate
to see that {1} × Z is in the center of K × Z.

We apply this fact to S := Si,β ∩ S′j,α < Θi × Z and ι(S) < Θ′j × Z: Let

πi, πj be the projections of Θi × Z,Θ′j × Z onto the first factors. We have

πj(S) ' S/Z(S) ' πi(ι(S)).

Thus Θ′j is commensurable with Θi as they contain the isomorphic finite

index subgroups πj(S) and πi(ι(S)).

In order to conclude we will use a commensurability invariant of hyper-
bolic manifolds, namely the invariant trace field:

Definition 9.7 (Trace Field). Let Γ < SO0(d − 2, 1) be a lattice. The
invariant trace field of Γ is

k(Γ) := Q ({tr(Ad(γ)) | γ ∈ Γ})

where Ad : SO0(d− 2, 1)→ so(d− 2, 1) is the adjoint representation.

By Mostow Rigidity (see [49, Ch. 15]), if d ≥ 5, the invariant trace field
k(Γ) is an invariant of the abstract group Γ and does not depend on the
particular embedding Γ < SO0(d− 2, 1) as a lattice (which is unique up to
conjugation).

Vinberg [66] shows that the trace field k(Γ) is an invariant of the com-
mensurability class of Γ:
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Fact 9.8 (Vinberg [66]). Let Θ < SO0(d− 2, 1) be a lattice. If Θ0 < Θ is a
finite index subgroup, then k(Θ0) = k(Θ).

The computation of the trace field in our case is not difficult:

Fact 9.9 (Prasad–Rapinchuck [52, Lem. 2.6]). Let F be a number field with
ring of integers O. Let

q = x2
1 + · · ·+ x2

d−2 − τy2

be a quadratic form where τ ∈ O satisfies the assumptions of Lemma 8.8.
Then

k(SO(q)O) = F.

Since Θ′j ,Θi are commensurable we must have k(Θ′j) = k(Θi). However,

Θ′j ,Θi are finite index subgroups of SO(q)O, SO(q′)O′ respectively where

q = x1 + · · · + x2
d−2 − τy2 and q′ = x1 + · · · + x2

d−2 − τ ′y2 and O,O′ are
the ring of integers of F, F ′. By the above results, we get k(Θ′j) = F ′

and k(Θi) = F . As F 6= F ′, this provides a contradiction and finishes the
proof. �
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[30] J. Danciger, F. Guéritaud, and F. Kassel, Convex-cocompact actions in real projective

geometry, preprint, arXiv:1704.08711.
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