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by Sebastian Schulz

This thesis deals with the phenomenon of wall-crossing for BPS indices in d = 4
N = 2 supersymmetric gauge theories with gauge group SU(K). Compactification
over S1 yields a three-dimensional σ-model with target space M a fiber bundle over
the Coulomb branch B of the four-dimensional theory. We demonstrate how the wall-
crossing is captured by smoothness conditions on the Hyperkähler metric ofM. Three
ways of determining the 4d BPS spectrum are explained, drawing on the work of Gaiotto,
Moore and Neitzke. Firstly, a twistor space construction reduces the problem to finding
holomorphic Darboux coordinates which are obtained as solutions to a Riemann-Hilbert
problem for large radii R of the circle. Secondly, for a subclass of theories obtained by
compactifying a six-dimensional theory over a surface C, the Darboux coordinates can
be computed from Fock-Goncharov coordinates on certain triangulations of C for gauge
group SU(2). Thirdly, a codimension one sublocus of C called a Spectral Network cap-
tures the BPS degeneracies in a more efficient way.

Die vorliegende Abschlussarbeit beschäftigt sich mit dem Phänomen des Wall-Crossing
für BPS Indizes vierdimensionaler Eichtheorien mit N = 2 Supersymmetrie und Eich-
gruppe SU(K). Kompaktifizierung über einer S1 liefert ein dreidimensionales σ-Modell,
dessen Zielraum M ein Faserbündel über dem Coulombzweig B der vierdimensionalen
Theorie ist. Wir zeigen auf, wie das Wall-Crossing geometrisch aufgefasst werden kann
als Glattheit der Hyperkählermetrik vonM. Das Kernstück ist die Beschreibung dreier
Wege das BPS Spektrum der 4d-Theorie zu bestimmen, was maßgeblich die Arbeit von
Gaiotto, Moore und Neitzke war. Erstens kann durch eine Twistorraum-Konstruktion
das Problem dazu reduziert werden, holomorphe Darboux-Koordinaten für das Faser-
bündel M → B zu finden. Diese lassen sich aus der Lösung eines Riemann-Hilbert-
Problems bestimmen, die zumindest für große Radien des Kompaktifizierungskreises ex-
istiert. Zweitens beschreiben wir eine Unterklasse von Theorien, die ihrerseits als Kom-
paktifzierung einer sechsdimensionalen Theorie über einer gepunkteten Riemannschen
Fläche entsteht. Die holomorphen Darboux-Koordinaten können für den SU(2)-Fall aus
Fock-Goncharov-Koordinaten bestimmter Triangulierungen von C berechnet werden.
Drittens und letztens erläutern wir, wie bestimmte Weben von Linien auf C, genannt
Spektrale Netzwerke, die BPS Indizes sehr effizient kodieren.
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Chapter 1

Introduction

Supersymmetric gauge theories enjoy an intimate relationship to geometry, a fact that
has led to a fruitful interplay of mathematics and physics. A particular interesting
class of gauge theories are those in four dimensions and with N = 2 supersymmetry.
The physical content of this thesis deals with certain properties of these theories. The
main factors contributing are the Low Energy Effective Action (LEEA) and their BPS
spectrum, the spectrum of distinguished states, called BPS states, that are very stable.
While the former can be computed explicitely through the acclaimed Seiberg-Witten
theory, the latter have only been determined in very particular cases. We aim at de-
scribing different methods to derive this spectrum for a large class of theories, drawing
on powerful methods from complex geometry.

Let us explain the structure of this thesis. We start in chapter 2 by explaining a
functorial approach to Quantum Field Theories. Its spirit is to circumvent the direct
notion of path integrals by indirectly encoding its properties in a (higher) functor, a
method that has been put to great success for Topological and Conformal Field Theories.
Our use for these methods are to describe two important concepts in modern theoretical
physics: Compactification and defects. While the former is a technique to obtain a lower
dimensional QFT from a higher dimensional one, the latter encode ways of embedding
lower dimensional QFTs inside higher dimensional ones. The concepts of this chapter
depend crucially on abstract notions from category theory which we have gathered in
appendix A.

The main content of this thesis can be found in chapters 3-5.Each of these follow a
similar pattern: The early sections introduce novel structures from physics through ax-
iom systems that we aim to make as precise as possible. The mathematical implications
are derived in the consecutive sections.

Chapter 3 introduces the notions of four-dimensional gauge theories with N = 2
supersymmetry required for further understanding. We have attached a primer to su-
persymmetry in appendix B which some readers might find useful. We review the notion
of BPS states: Those are distinguished states of the theory which are very stable but
can form or decay at certain walls in a manner governed by a wall-crossing formula. An
index Ω is introduced in order to count these states. However, its computation can be
infeasible due to the lack of proper tools in the strong coupling regime. A key insight
is that Ω is locally constant over the moduli space of vacua B but jumps at the walls
at which BPS states are generated or annihilated. Hence knowing the walls and how
the index jumps, one can determine Ω globally by computing its value in a single region
together with the jumps it is subject to. The question then remains how to determine
these jumps.

We start in section 3.5 by presenting one way in which geometry can enter this pic-
ture. Upon compactification over a circle S1

R of radius R, one obtains an N = 4 theory
in three-dimensions with moduli space a Hyperkähler manifoldM in the IR limit. M

1



2 Chapter 1. Introduction

is naturally a fiber bundle over B with generic fiber an abelian variety, but these fibers
degenerate over the singular loci of B. The wall-crossing formula is intimately related to
the Hyperkähler metric g ofM: It is equivalent to saying that g is smooth. Hence, the
problem of determining the indices Ω has been translated into computing the Hyperkäh-
ler metric g. We review a twistor space construction of this metric from [GMN10] in 3.6
in which holomorphic Darboux coordinates arise as solutions to a certain Riemann-
Hilbert problem. The downside of this approach is that it only works for large radii R
of the circle.

A different approach is possible for a subclass of theories that arise as compactifica-
tion limits from a six-dimensional theory X. The theory X is not very well-understood
due to its lack of a proper action functional, hence compactifications are an important
way to shed some light on it. A particular way of doing so is over a Riemann surface
C with a positive number of punctures. The resulting four-dimensional theories enjoy
N = 2 supersymmetry (after a certain procedure called partial topological twisting) and
are called Theories of class S ("S" for "six"). Further compactification over the cir-
cle yields the same three-dimensional theory as before but with a novel structure. To
see this, note that reversing the orienation of compactification must result in the same
three-dimensional theory for physical reasons. Compactifying first to five dimensions
yields (twisted) 5d super Yang-Mills theory. Further compactifying over C yields BPS
equations which can be identified as the Hitchin equations. This way, the fiber bundle
M→ B becomes the Hitchin system.
B becomes the parameter space for the Higgs field ϕ and one can associate the spec-

tral curve Σu ⊂ T ∗C to a base point u ∈ B. Frequently abbreviating it by Σ, we can
interpret it as a K : 1 branched cover over C when the gauge group is SU(K), where
the sheets are labeled by the eigenvalues of ϕ. In physics, Σ is called the Seiberg-Witten
curve that comes with the Seiberg-Witten differential λ, the restriction of the Liou-
ville 1-form from T ∗C to Σ. Introducing a local coordinate w =

∫ z
z0
λ on C gives us

a new interpretation of BPS states: They are straight lines with inclination ϑ in the
w-plane which are either closed or have both ends on a branch point. More generally,
these straight lines give a foliation of C which we use in section 4.6 to define a tri-
angulation of the surface for gauge group SU(2). Finally, touching the work of Fock
and Goncharov [FG06] we obtain coordinates related to the triangulations which yield
the Darboux coordinates needed to describe the Hyperkähler metric on M. In a very
elegant manner, the wall-crossing can be related to morphisms of the triangulations.

In chapter 5 we strive to explain the extension to higher rank SU(K) gauge groups.
The key physical input are surface defects which at first glance make the story more
complicated because we also consider certain two-dimensional theories and hence have to
handle more data. After introducing certain functions, called Formal Parallel Transport
F , and Spectral Networks, a web of WKB curves on C, we arrive at one of the main
results, the Formal Parallel Transport Theorem 5.3.5. It states that assuming certain
properties for these two that crucially include a 2d-4d version of a wall-crossing formula,
the interplay between Spectal Networks and the functions F carries enough information
to determine not only the 4d BPS spectrum but also the 2d solitons! This is both a vast
simplification of the previous method and a powerful generalization that gives ground
to many related applications.

We conclude with an outlook to both the variety of gaps we have left in our consi-
derations and the possible directions that the methods explained here might lead to in
the final chapter 6.



Chapter 2

Functorial Quantum Field
Theories

A central role in studying Quantum Field Theories in physics is played by the path-
integral, a tool that has proved to be very resistant to a rigorous mathematical definition
due to an ill-defined measure on the space of field configurations. Atiyah’s insight [Ati88]
was to formalize properties of the path-integral without directly involving this measure.
This approach has since been a fruitful mathematical subject called Topological Quan-
tum Field Theory (TQFT), in which a TQFT is viewed as a (symmetric monoidal)
functor from a bordism category of differentiable manifolds (possibly endowed with an
orientation, a framing, etc.) into the category Vect of vector spaces. We explain this
approach in more detail in section 2.1. Following this we describe a natural extension
in which one does not only look at closed manifolds and bordisms between those, but
also bordisms between these bordisms, bordisms between these bordisms of bordisms,
and so forth. This structure is captured in the notion of higher categories: An extended
TQFT is a higher functor between higher categories. A classification of these theories
is given by the Cobordism Hypothesis: It states that one can reconstruct all the data
of a fully extended TQFT by its value on a point. We roughly motivate and state
these developments in section 2.2 before leaving the topological sector of QFT. The
term "topological" means that the manifolds under consideration only depend on the
diffeomorphism class. In section 2.3 we explain a possible generalization to manifolds
endowed with geometrical data. The progress to extend these geometrical field theories
into the language of higher categories has been very scarce, so we will need to assume
some working properties that will become clearer as we move along. One advantage of
the functorial point of view on QFTs is that a process called compactification becomes
very natural. As we sketch in section 2.4, it is a way to obtain a lower dimensional QFT
out of a higher dimensional one, a tool that is central for the content of the following
chapters.

2.1 Classical TQFT’s
The starting point for the discussion of TQFT’s here are Atiyah’s axioms [Ati88]. The
definition of symmetric monoidal categories and functors are spelled out in appendix A.1,
we will be interested in two main examples.

Example 2.1.1. Given a field k, the category Vect(k) of k-vector spaces forms a
symmetric monoidal category with respect to the usual tensor product of vector spaces
where the unit is given by the ground field k itself (considered as a vector space).

Example 2.1.2. Let n ∈ N>0. The category Cob(n) is given as follows:

3



4 Chapter 2. Functorial Quantum Field Theories

• Objects in Cob(n) are represented by closed oriented (n − 1)-dimensional mani-
folds.

• For two objects M,N ∈ Cob(n), a morphism B from M to N is represented by
a bordism, i.e. an n-dimensional oriented manifold (with boundary) B together
with a diffomorphism ∂B ' M

∐
N that preserves orientation. Here, M denotes

the manifoldM with the opposite orientation. Moreover, two such bordisms B,B′
define the same morphism if there is a diffeomorphism B ' B′ extending the given
diffeomorphism of boundaries ∂B 'M

∐
N ' ∂B′.

• For an object M ∈ Cob(n), the identity morphism is induced by the "cylinder"
bordism B = M × [0, 1].

• Morphisms are composed by gluing the bordisms along their common boundary,
i.e. given a triple of objects M,M ′,M ′′ and a pair of morphisms B : M →M ′, B′ :
M ′ → M ′′, they induce a morphism B̃ : M → M ′′ which is represented by the
manifold B

∐
M ′ B

′ (which is indeed smooth and well-defined up to isomorphism).

The so defined category Cob(n) becomes symmetric monoidal under disjoint union of
manifolds with the unit object given by the empty set (considered as an (n−1)-manifold).

Definition 2.1.3. (Atiyah) Let k be a field. An n-dimensional topological field theory
is a symmetric monoidal functor Z : Cob(n) → Vect(k). More generally, given a
symmetric monoidal category C, we call a symmetric monoidal functor Z : Cob(n)→ C

a C-valued topological field theory of dimension n.

Remark 2.1.4. Atiyah’s definition means that an n-dimensional TQFT Z should assign
the following data:

• To a closed oriented (n− 1)-manifold M , a vector space Z(M).

• A vector space homomorphism Z(B) : Z(M)→ Z(N) is associated to an oriented
bordism B with ∂B = M

∐
N .

• A collection of isomorphisms Z(∅) ' k and Z(M
∐
N) ' Z(M)⊗Z(N) as well as

a number of natural coherence properties which shall not be targeted here.

Before exploring lower-dimensional TQFTs, a couple general remarks are in order, which
give important tools for making the TQFTs more explicit:

Remark 2.1.5. Given a closed oriented manifold B of dimension n, we can consider
it as a bordism from the empty set to the empty set (seen as an (n − 1)-dimensional
manifold). An n-dimensional TQFT Z then yields a map Z(B) : Z(∅) → Z(∅) which
can be further simplified using the canonical isomorphism Z(∅) ' k from the previous
remark. Thus Z(B) ∈ HomVect(k)(k, k) ' k and an n-dimensional TQFT must hence
assign to every closed oriented n-manifold B a number Z(B) ∈ k, the partition function.

Remark 2.1.6. Different ways of decomposing the boundary ∂B of an n-manifold B
into two disjoint components yield different morphisms on the categorical level. Take for
example a closed oriented (n− 1)-manifold M disjointly united with its dual M . Then
there are 4 different ways to picture the cylinder M × [0, 1] as a morphism, depending
on the decomposition of its boundary:

1. It can be regarded as a bordism from M to itself, thus representing the identity
morphism idM in Cob(n).
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2. It can be regarded as a bordism from M to itself, thus representing the identity
morphism idM in Cob(n).

3. It can be regarded as a bordism from M
∐
M to the empty set. This corresponds

to a morphism M
∐
M → ∅ which is called evaluation map evM .

4. It can be regarded as a bordism from the empty set to M
∐
M . This corresponds

to a morphism ∅ →M
∐
M which is called coevaluation map coevM .

Now given an n-dimensional TQFT Z and a closed oriented (n−1)-dimensional manifold
M , we can apply the functor Z to the evaluation map. This yields a canonical bilinear
pairing

Z(M)⊗ Z(M) ' Z(M
∐

M) −→ Z(∅) ' k. (2.1.1)

This pairing is actually perfect, i.e. it induces an isomorphism Z(M) ∼−→ Z(M)∗. In
particular, Z(M) is a finite dimensional vector space ([Lur09]).
We can now put these results to use to explicitly describe TQFTs in dimensions one and
two.

Example 2.1.7. (One-dimensional TQFTs)
Let Z be a one-dimensional TQFT. Objects on the left side are thus closed oriented
zero-manifolds, i.e. a collection of points together with a choice of orientation for each
point (up to orientation-preserving diffeomorphism). Denote an object by M , we can
then decompose it as M = M+∐M− with M+ (resp. M−) consisting only of points
with positive (resp. negative) orientation. Denote by ∗+ (resp. ∗−) the unique (up to
orientation-preserving diffeomorphism) connected zero-manifold of positive (resp. neg-
ative) orientation. Since ∗+ ' ∗−, we find that Z(∗+) = V and Z(∗−) = V ∗ are finite-
dimensional vector spaces. This completely determines the behaviour on the functor Z
on objects of Cob(1) since the monoidality implies

Z(M) '

 ⊗
p∈M+

V

⊗
 ⊗
p∈M−

V ∗

 .
To determine Z on morphisms of Cob(1), we need to look at oriented one-dimensional
manifolds with boundary. Due to the monoidality of Z it suffices again to restrict to
connected manifolds, i.e. to determine Z(S1) and Z([0, 1]). For the latter we can make
use of Remark 2.1.6 to find four possibilities, depending on the decomposition of the
boundary:

1. Z([0, 1]) = idV for the bordism [0, 1] : ∗+ → ∗+.

2. Z([0, 1]) = idV ∗ for the bordism [0, 1] : ∗− → ∗−.

3. Z([0, 1]) = evV : V ⊗ V ∗ → k : (v, φ) 7→ φ(v) for the bordism [0, 1] : ∗+
∐
∗− → ∅.

4. Z([0, 1]) = coevV : k → V ⊗ V ∗ ' End(V ) : x 7→ x · idV for the bordism
[0, 1] : ∅ → ∗+

∐
∗−.

These morphisms are all determined by V . In order to describe the morphism Z(S1),
we decompose the circle S1 = {z ∈ C : |z| = 1} into two semi-circles S1

± = S1 ∩ {z ∈ C :
±Imz ≥ 0}. Since gluing of bordisms corresponds to composition of maps, we see that
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Z(S1) is giving as the composition

k ' Z(∅)
Z(S1

−)
−−−−→ Z(±1) ' V ⊗ V ∗

Z(S1
+)

−−−−→ Z(∅) ' k ,

x 7−→ x · idV 7−→ x · tr(idV ) = x · dim(V ),

i.e. by multiplication with dim(V ). To sum up, the entire one-dimensional TQFT Z is
encoded in the value of Z at a single point Z(∗+) = V (actually only the dimension of
V is relevant since any two vector spaces of the same dimension are isomorphic) which
is essentially the statement of the cobordism hypothesis in 1 dimension. All the other
data which is a priori encoded in Z can be derived from this.

Example 2.1.8. (Two-dimensional TQFTs)
A similar procedure as for the former one-dimensional case can be applied in two di-
mensions. The starting point are closed, oriented manifolds of dimension 1. Due to
monoidality it is possible to restrict the view to connected such manifolds, i.e. to S1

(up to the choice of an orientation but there is an orientation-reversing diffeomorphism
S1 ∼−→ S1) which yields a vector space V = Z(S1) which in turn determines the value of
Z on any object in Cob(2): any closed oriented 1-manifold M is a disjoint union of n
circles, thus Z(M) = V ⊗n.
Next, we want to figure out how the functor Z acts on morphisms in Cob(2), i.e. on
bordisms of closed oriented manifolds. It is a well-known fact that each such surface can
be obtained by gluing together pairs of pants and discs which leaves us with the task to
find their image under Z:

1. The disc D2 can be seen as a bordism D2 : S1 → ∅ which yields a trace map
tr := Z(D2) : V = Z(S1)→ Z(∅) ' k

2. The pair of pants B can be seen as a bordism B : S1∐S1 → S1 which yields a
multiplication map m := Z(B) : V ⊗ V → V which is commutative (under a flip
of the incoming circles) and associative.

3. The gluing B
∐
S1 D2 gives a map by composition V ⊗ V

m−→ V
tr−→ k which

corresponds to the image of the evaluation map evS1 , thus giving rise to a perfect
pairing.

This pairing gives V the natural structure of a commutative Frobenius algebra, i.e. a
commutative algebra over k with a linear map tr: V → k such that (v, w) 7→ tr(v · w)
is non-degenerate. Conversely, every finite-dimensional commutative Frobenius algebra
V can be realized by a two-dimensional TQFT Z, i.e. A = Z(S1). This establishes
an equivalence of categories between the category of two-dimensional TQFTs and the
category of finite-dimensional commutative Frobenius algebras (for details see [Koc04]).

Even though this procedure seems to work very well thus far, it fails to carry over
to higher dimensions where the topology becomes increasingly more difficult. A natural
way to tackle higher dimensional TQFTs would be by looking at oriented n-manifolds
M (recall such an M can always be seen as a cobordism M : ∅ → ∂M) and by trying a
series of cutting and gluing actions to work with simpler pieces, such as simplices or a
triangulation. In order to be able to do that, one would need to glue together not only
along closed submanifolds of dimension (n − 1) but also along more general manifolds
which may have a boundary themselves. This leads to the notion of manifolds with
corners, and the definition of the TQFT has to be extended by working with higher
categories.
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2.2 Higher categories and the Cobordism Hypothesis
In order to define higher categories, we must first explain what it means to enrich
a category. We will be rather sketchy but refer to [Gra83] for details. Let M be a
monoidal category.

Definition 2.2.1. (M-enriched category)
A (small) category C enriched over M is

• a set ob(C), called the set of objects;

• for each ordered tuple (a, b) of objects in C, an object C(a, b) ∈ ob(M), called the
object of morphisms from a to b;

• for each ordered triple (a, b, c) of objects, a morphism ◦a,b,c : C(b, c) ⊗ C(a, b) →
C(a, c) in M, called the composition morphism;

• for each object a, a morphism ja : I → C(a, a), called the identity element,

such that composition is associative and unital.

An important example of a monoidal category is the categoryCat of small categories.
The product is given by the product category, as unit serves the category with only one
object and only one morphism (the identity). This allows the following definition:

Definition 2.2.2. A strict 2-category is a category enriched over Cat.

In particular, in every strict 2-category the composition of 1-morphisms a f−→ b
g−→ c is

strictly associative and composition with the identity morphisms strictly satisfies the
identity law.
We want to formulate TQFTs in terms of (strict) 2-categories, thus we need to find
analogues of Cob(n) and Vect(k). Since these are monoidal categories themselves, we
may enrich categories over them. A category enriched over Vect(k) is called k-linear
category. This leads to the notion of the strict 2-category Vect2(k) which is given by
the following data ([Lur09]):

• objects are cocomplete k-linear categories, i.e. k-linear categories which are closed
under formation of direct sums and cokernels;

• for any pair of objects C,D the category of morphisms morVect2(k)(C,D) is given by
the category of cocontinuous k-linear functors, i.e. k-linear functors which preserve
direct sums and cokernels;

• Composition and identity morphisms are given in the obvious way.

An example of a k-linear category is the category Vect(k) of k-vector spaces itself
because the morphisms between two vector spaces V,W carry again the structure of a
vector space via the identification HomVect(V,W ) ∼= V ∗ ⊗W .

A similar approach to find a strict 2-category Cob2(n) would be to take as objects
closed oriented (n− 2)-manifolds and for every two objects M,N to define the category
C =mor(M,N) of morphisms between them by taking bordisms fromM to N as objects
of C and diffeomorphism classes (relative to the boundary) of bordisms between these
bordisms as morphisms of C. We still need to describe the composition morphism in C

and this is the real issue: it is hard to define an associative composition law. Since we
do not consider the manifolds modulo diffeomorphism anymore, we face two problems:
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1. The gluing itself is ill-defined because gluing along arbitrary codimension one
submanifolds does not guarantee a smooth structure across the gluing. One must
thus consider collar neighborhoods, which is a problem we postpone to section 2.3.

2. Even once the gluing produces smooth manifolds, the composition is not strictly
associative, or else for objects M1,M2,M3,M4 and morphisms Ci : Mi → Mi+1,
i = 1, 2, 3, one would expect an equivalence(

C1
∐

C2
)∐

C3 = C1
∐(

C2
∐

C3
)
,

but in general there is only a canonical isomorphism.

One is thus forced to weaken the notion and consider weak 2-categories (also known
as bicategories). As opposed to strict 2-categories, we do not require associativity (as
in (A.1.1)) and unitality (as in (A.1.2)) on the nose. Rather, we require them to hold
up to coherent 2-morphisms (for details on the coherence relations see [ML71, p. 281
ff]).

In order to establish the analogy to Atiyah’s original definition, we have yet to view
Vect2(k) and Cob2(n) as symmetric monoidal categories. In the case of Cob2(n), the
tensor product is obtained by disjoint union of manifolds (as it was already for Cob(n)).
For Vect2(k) the case is more intricate, we refer to [Lur09] for details, a more general
approach can be found e.g. in [TV08]. We are now able to define:

Definition 2.2.3. An n-dimensional 2-extended TQFT is a symmetric monoidal 2-
functor Z : Cob2(n)→ Vect2(k).

Here, by a 2-functor we mean what should be understood as a functor between weak
2-categories, i.e. a functor that preserves composition and identities up to coherent
specified isomorphism (for details see again [ML71]).

Remark 2.2.4. This generalizes Atiyahs definition 2.1.3 in the following sense: given
a 2-category C, the morphisms between any two objects form a category. The canonical
choice among those objects would be to extract the category of endomorphisms of the
unit object ΩC := morC(I, I). This way we obtain

Vect(k) = ΩVect2(k) (for a field k),
Cob(n) = ΩCob2(n) (for a positive integer n).

Accordingly, one can extract from a 2-extended TQFT Z : Cob2(n) → Vect2(k) a
symmetric monoidal functor ΩZ : Cob(n) → Vect(k), i.e. a TQFT in the sense of
definition 2.1.3.

Naturally, a 2-extended TQFT carries more structure than the underlying TQFT.
In particular, when cutting an n-dimensional manifold along a codimension 1 manifold,
one is not restricted to closed cases but can consider the larger class of manifolds which
themselves have closed submanifolds as boundaries. There is no natural reason to stop
here though, one may want to cut along (n − 1)-manifolds which have as boundary
(n − 2)-manifolds with boundary, which in turn might also have a boundary and so
forth. Consequently, we can inductively define the notion of a strict n-category C.
Roughly speaking, that is a set of objects a, b, c such that for every pair of objects
a, b the morphisms between them form an (n− 1)-category morC(a, b) which satisfy an
associative and unital composition law. Similarly to the thought process for 2-categories,
it is convenient not to demand associativity on the nose but rather associativity up to
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isomorphism which in turn has to be absorbed into the proper definition. Moreover, these
isomorphisms must satisfy certain associativity conditions up to specified isomorphisms
which need to be part of the definition again and so forth. This leads to the notion of
a weak n-category or simply n-category. For our purposes it suffices to know that these
coherence properties can be spelled out:

• for tricategories this has been carried out carefully in [Gur06] after the original
definition by Gordon, Power and Street in [GPS95];

• for tetracategories this has been defined by Trimble [Tri06];

However, for weak n-categories with n > 4 this procedure is generally admitted to
be infeasible which is why we will not dwell on this point but rather keep the intuitive
picture in head and settle for giving a typical example. Let us just note that in the above
way of counting 0-categories are sets and 1-categories are categories, while 2-categories
coincide with our previous definition.

Example 2.2.5. Let k ≤ n be two non-negative integers. There is a k-categoryCobk(n)
described (informally) as follows:

• objects are closed, oriented (n− k)-manifolds;

• a 1-morphism between two objectsM,N is a bordism fromM toN , i.e. an oriented
(n− k + 1)-manifold B together with a diffeomorphism ∂B

∼−→M
∐
N ;

• 2-morphisms are assigned to every pair of objects M,N and pair of morphisms
B,B′ between them: it is represented by a bordism P : B → B′ which is trivial
along the boundary, i.e. there is a diffeomorphism

∂P
∼−→ B

∐
M
∐
N

((
M
∐

N
)
× [0, 1]

) ∐
M
∐
N

B′;

...

• a k-morphism is an oriented n-manifold X with corners (see e.g. [Joy12] for mani-
folds with corners) for which the structure of its boundary is determined by source
and target of the corresponding bordism. We identify two n-manifolds with spec-
ified corners if there is an orientation-preserving diffeomorphism relative to their
boundary between them.

• Composition of m-morphisms in Cobk(n) (1 ≤ m ≤ k) is given by gluing of the
corresponding bordisms.

The composition is again associative up to (specified) diffeomorphism, giving Cobk(n)
the structure of a weak k-category. Disjoint union of manifolds makes it symmetric
monoidal. For k = 1 this definition coincides with our previous definition 2.1.2 of
Cob(n).

We will not dwell on finding the proper n-categorical generalization of Vect(k) since
there are many different possibilities. Rather, we keep it very general by considering
general symmetric monoidal n-categories:

Definition 2.2.6. Let k ≤ n be two non-negative integers and C be a symmetric
monoidal k-category. A k-extended n-dimensional C-valued TQFT is a symmetric
monoidal k-functor Z : Cobk(n)→ C.
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Remark 2.2.7. We will be mostly interested in the case k = n. Such TQFT’s are
called fully extended.

Example 2.2.8. Let us take a look at some examples:

n=1 For the case k = n = 1 the notion of n-categories coincides with the notion
of a category. Consequently, the definition 2.2.6 collapses to the notion of a 1-
dimensional TQFT. These have been studied in example 2.1.7 and the punchline
was that they are completely determined by their value on a point, i.e. by a finite-
dimensional vector space.

n=2 The case n = 2, k = 1 has been studied in example 2.1.8 where we found that
the entire TQFT is determined by its value on a circle, i.e. by a finite-dimensional
commutative Frobenius algebra.
For k = n = 2 a TQFT can be evaluated on points and it has been shown in
[SP09] that this evaluation in fact determines the entire TQFT: fully extended 2-
dimensional TQFT’s are equivalent to commutative separable finite-dimensional
symmetric Frobenius algebras.

n=3 Things become increasingly more complicated and we do not attempt to make
statements as precise as for the cases n = 1 and n = 2. Nonetheless, we want to
briefly describe one important class of 3d TQFTs, namely Chern-Simons theories.
These can be constructed from a compact connected simply-connected Lie group G
and a cohomology class c ∈ H4(BG,Z) with certain additional restrictions, known
as the level of the theory (here BG is the smooth moduli stack of G-principal
connections). CS theories have been introduced by Witten in [Wit89], explaining
the nature of the Jones polynomial, a then new invariant for 3-manifolds. In his
language, CS theories were of type n = 3, k = 1 in our notation (though one should
be careful because CS theories work with unoriented manifolds). A construction
due to Reshetikhin-Turaev [RT91] extends this theory to k = 2 which assigns to S1

a certain modular tensor category (these are braided tensor categories linear over
a field which contain axioms for existence of duals, semi-simplicity with finitely
many simples and a non-degeneracy condition, or, put even simpler, are "finite" in
a very strong sense. For details see e.g. [FRS02]). Heuristically speaking, the data
which the 2-functor assigns to closed manifolds should play the following role:

• A closed 3-manifold 7→ a complex number which is determined by a path
integral computation over the Chern-Simons action,
• A closed 2-manifold 7→ a finite-dimensional vector space which is the space

of sections of the Chern-Simons line bundle over the moduli space of flat
connections on the surface (see e.g. [Bas09] for details on the Chern-Simons
line bundle or, more generally, an introduction to CS theory),
• A closed 1-manifold (i.e. an S1) 7→ a linear category which should be thought
of as the category of level c positive energy representations of the loop group
Ωc(G).

The obvious question is if there is a way to extend CS theory to k = 3, i.e. make
sense of its value on a point. There have been many attempts in this direction,
most notably in the work of Freed, Hopkins, Lurie and Teleman [FHLT10] for
abelian and finite groups and, more recently, by Henriques [Hen15]. Since they
derive seemingly different answers to this question which haven’t been related yet,
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we are not going to make their results precise here and close the discussion by
simply stating that this question should still invoke interest, especially in the light
of the Cobordism Hypothesis which we are going to state next.

As the examples in one and two dimensions have shown, the TQFT is completely
determined by its value on a single point. This is exactly the claim of the Cobordism
Hypothesis first noted by Baez and Dolan [BD95]. We state the theorem in the more
modern version due to Lurie [Lur09]:

Theorem 2.2.9. (Baez-Dolan Cobordism Hypothesis)
Let C be a symmetric monoidal n-category. There is a bijective correspondence between
isomorphism classes of framed extended C-valued TQFTs and isomorphism classes of
fully dualizable objects in C given by evaluation at a point Z 7→ Z(∗).

Remark 2.2.10. We have yet to explain what a framing is and what it means for an
object of C to be fully dualizable:

• A framing of anm-manifoldM is a trivialization of its tangent bundle, i.e. a vector
bundle isomorphism TM

∼−→ M × Rm =: Rm. More generally, an n-framing for
n ≥ m is a framing of the stabilized tangent bundle TM ⊕ Rn−m.

• Similarly to Cobk(n) one can define the framed cobordism n-category Cobfr
k (n)

where all manifolds have an n-framing (which induces isomorphisms of framings
at the boundaries). This is indeed a symmetric monoidal k-category and gives
rise to the notion of framed C-valued TQFTs as symmetric monoidal k-functors
Z : Cobfr

k (n)→ C. Indeed, every framing has an underlying orientation, so there
is a forgetful functor Cobfr

k (n) → Cobk(n) which determines a framed extended
TQFT for every extended TQFT by composition.

• We do not want to dwell on making the notion of fully dualizability concrete.
Note that by equation (2.1.1) we have seen that for n-dimensional TQFTs every
closed oriented (n− 1)-manifold determines a finite vector space due to a duality
condition. The notion of fully dualizability is the higher categorical analogue of
this, i.e. not only are the object and its morphisms demanded to have adjoints, but
also all higher involved n-morphisms. This should be thought of as a generalization
of the finiteness of vector spaces. A precise definition in the setting of (∞, n)-
categories (which we will introduce momentarily) can be found in [Lur09, § 2.3].
A more detailed discussion (at least for n = 2, 3) was carried out in [SP09] and
[DSPS13].

For the sake of completeness, we want to end this discussion with a vague explanation
of the more general Cobordism Hypothesis due to Lurie which uses the notion of an
(∞, n)-category. The basic observation is that n-categories are, as we have already
seen, generally rather hard to describe, while n-groupoids (i.e. n-categories in which all
morphisms are invertible) are much simpler to describe. A natural notion is then:

Definition 2.2.11. For a pair of non-negative integers n ≤ m, an (m,n)-category is an
m-category in which all k-morphisms are invertible for n < k ≤ m.

Example 2.2.12. In particular, an (m,m)-category is the same as anm-category, while
the notion of an (m, 0)-category coincides with that of an m-groupoid.

Consequently, an (∞, n)-category should be thought of as a "limit m → ∞" of an
(m,n)-category. For details we refer to [Ber11] and settle for an example.
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Example 2.2.13. Recall the notion of the fundamental n-groupoid π≤nX of a topolog-
ical space X:

• objects are the points of X;

• for any two objects x, y, a 1-morphism in π≤nX is given by a path from x to y in
X;

• for a pair of objects x, y and a pair of 1-morphisms f, g : x → y between them, a
2-morphism from f to g in π≤nX is given by a fixed endpoint homotopy of paths
in X

...

• an n-morphism in π≤nX is given by a homotopy between homotopies between
. . . between homotopies between paths between fixed points in X. We identify
two such n-morphisms if the corresponding homotopies are homotopic (with fixed
boundary);

• composition of 1-morphisms in π≤nX is via composition of the corresponding
paths;

• composition of k-morphisms (k > 1) in π≤nX is via composition of the corre-
sponding homotopies.

This determines indeed an n-category. Furthermore, reversal of the paths resp. homo-
topies inverts the corresponding morphisms (up to isomorphism), giving it the structure
of an n-groupoid. The notion of π≤∞X is now straightforward: we simply keep adding
homotopies between homotopies between . . . and never stop this procedure. Of course,
all of these homotopies can again be reversed which means that π≤∞X is an∞-groupoid,
i.e. an (∞, 0)-category. As a matter of fact, the assignment X 7→ π≤∞X determines a
bijection between topological spaces (up to weak homotopy equivalence) and (∞, 0)-
categories ([Lur09]). This way, we can think of (∞, 0)-categories as topological spaces.

One way to see (∞, n)-categories is then

Definition 2.2.14. (Lurie) Let n > 0. An (∞, n)-category C consists of the following
data:

• a collection of objects;

• for any pair of objects a, b ∈ C, an (∞, n−1)-category morC(X,Y ) of 1-morphisms;

• a composition law for 1-morphisms which is associative and unital up to coherent
isomorphism.

Example 2.2.15. An important example of an (∞, n)-category is Bordn which is given
by the following data:

• Objects of Bordn are 0-manifolds;

• 1-morphisms of Bordn are bordisms between 0-manifolds;

• 2-morphisms of Bordn are bordisms between bordisms between 0-manifolds;

...
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• n-morphisms of Bordn are bordisms between bordisms between ... between 0-
manifolds, i.e. n-manifolds with corners;

• (n+ 1)-morphisms in Bordn are diffeomorphisms between the n-manifolds which
are additionally required to reduce to the identity on the boundaries;

• (n+ 2)-morphisms in Bordn are isotopies of diffeomorphisms;

• . . . .

As before, Bordn obtains a symmetric monoidal structure by disjoint union of manifolds.
Moreover, one can generally endow the considered manifolds with additional topological
structure such as orientation or (n-)framing, giving rise to the corresponding symmetric
monoidal (∞, n)-categories Bordor

n resp. Bordfr
n .

Remark 2.2.16. A natural question at this point is that of the relationship between
n-categories and (∞, n)-categories. Given an (∞, n)-category D, we can extract an
n-category hnD, called the homotopy n-category, in the following way:

• objects of hnD are the objects of D;

• for k < n, k-morphisms in hnD are the k-morphisms of D;

• n-morphisms in hnD are the n-morphisms of D up to isomorphism.

Conversely, we can regard an n-category C as an (∞, n)-category in which the only k-
morphisms for k > n are the identity morphisms. This way, n-functors from hnD to C

coincide with (∞, n)-functors from D to C (considered as an (∞, n)-category).
In particular, for D = Bordfr

n , hnD is given by Cobfr
n . In this way of thinking, the

following version of the Cobordism hypothesis due to Lurie is an extension of theo-
rem 2.2.9:

Theorem 2.2.17. (Lurie Cobordism Hypothesis)
Let C be a symmetric monoidal (∞, n)-category. There is a bijective correspondence
between isomorphism classes of symmetric monoidal functors Z : Bordfr

n → C and
isomorphism classes of fully dualizable objects in C given by evaluation at a point Z 7→
Z(∗).

2.3 Towards Functorial Quantum Field Theories
So far we have explored Topological Quantum Field Theories, a machinery that pro-
duces "mathematical structures" out of oriented, compact manifolds up to diffeomor-
phism. However, generic Quantum Field Theories will depend on additional data on the
manifold X such as

• a symplectic structure on X,

• a principal G-bundle on X together with a flat connection,

• (a conformal class of) a (pseudo-)Riemannian metric on X (possibly with restric-
tions on the curvature),

• a supersymmetric structure,
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to just name some common examples. The aim of Functorial Quantum Field Theory (or
Geometric Field Theory) is to provide a mechanism that computes similar mathematical
objects from an appropriate bordism category with the additional structure as a TQFT
would do, i.e. we are looking for a (symmetric monoidal) functor into a proper (higher)
category of vector spaces (or Hilbert spaces). In this section we will not dwell on tak-
ing the definitions into the spheres of higher category theory (this has only been done
in a few exceptional cases) but will focus on reviewing the definitions of the enhanced
bordism categories.
By the amount of different structures it becomes apparent that we are looking for a
very flexible definition of the bordism category. The main issue arises in the gluing
process: general geometric structures are not preserved in a smooth fashion by gluing
along submanifolds of codimension 1 (note that we will not identify manifolds modulo
diffeomorphism as we have done in the purely topological case), which makes it neces-
sary to consider collars. We will follow the approach of Stolz and Teichner [ST11] who
are mainly interested in Euclidean Field Theories (i.e. the manifolds considered in the
bordism category are endowed with a flat Riemannian metric), however their construc-
tion easily generalizes to other geometries. Moreover, we will not attempt to fill in all
details here but give a rather instructive and informal discussion. We will first explain
how to add the new feature of collars to our previous definitions and then how to add
the above mentioned variations.

Cobordisms with collars
Our goal here is to describe an alternative to the definition of Cob(n) from exam-
ple 2.1.2. These will still be topological cobordisms, so we will call the category
TCob(n) which is a category internal to SymGrp, the strict 2-category of symmetric
monoidal groupoids (for the notion of internal categories and categories internal to strict
2-categories, see Appendix A.2 and A.3). In analogy to [ST11] we define (note that from
now on manifolds will not be compact and will be without boundaries unless explicitly
stated otherwise):

Definition 2.3.1. TCob(n) is defined as follows

• Objects in the object groupoid TCob(n)0 are quadruples (M,M c,M±) whereM is
an n-dimensional (smooth) manifold,M c is a compact submanifold of codimension
1 called the core of M and there is a decomposition M\M c = M+∐M− into dis-
joint open submanifolds M± which contain M c in their closure. The archetypical
example would be for an arbitrary (n− 1)-manifold X to take M = X × (−1, 1),
M c = X × {0}, M+ = X × (0, 1) and M− = X × (−1, 0), i.e. M c corresponds to
an (n − 1)-manifold with M a collar neighborhood. Note that we have absorbed
orientation into the definition through the choice of M±. We will mostly shorten
the notation by suppressingM c andM± and simply writingM for the quadruple.
A morphism in the groupoid TCob(n)0 from M0 to M1 is the germ of a dif-
feomorphism f : N0 → N1 of open neighborhoods M c

j ⊂ Nj ⊂ Mj , such that

f(M c
0) = M c

1 and f(N±0 ) = N±1 (2.3.1)

for N±j := Nj ∩M±j (i.e. f preserves the core and the "orientation"). Two such dif-
feomorphisms represent the same morphism in TCob(n)0 if they agree on smaller
open neighborhoods of the core M c

0 . In particular, due to the tubular neighbor-
hood theorem there is always a neighborhood N of M c in M such that the pair
(N,M c) is diffeomorphic to the pair (M c × (−1, 1),M c × {0}).
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• In the morphism groupoid TCob(n)1 objects consist of an ordered pair of objects
M0,M1 ∈ TCob(n)0 and a Topological bordism B = (B, i0, i1). Here, B is an
n-dimensional manifold and ij are smooth maps ij : Nj → B where Nj are open
neighborhoods of M c

j in Mj as above. Letting N±j be as above and i±j := ij |N±j
be the restrictions, the following two conditions are required to hold:

1. i+j are embeddings into B\ij(N−j ∪M c
j ),

2. the core Bc := B\
(
i0(N+

0 ) ∪ i1(N−1 )
)
is compact.

A morphism between bordisms B and B′ in TCob(n)1 is the germ of a triple of
diffeomorphisms F : C → C ′, fj : Pj → P ′j (j = 0, 1) where C (resp. Pj) is an open
neighborhood of Bc ⊂ B (resp. M c

j ⊂ Nj ∩ i−1
j (C)) and analogously for C ′, P ′j . It

is furthermore required that

– fj are morphisms in TCob(n)0 in the sense of (2.3.1),
– the triple of diffeomorphisms has to be compatible with the structure of the

Topological bordisms by making the following diagram commute:

P0 C P1

P ′0 C ′ P ′1

i0

f0 F

i1

f1

i′0 i′1

. (2.3.2)

As before with germs, two such triples of diffeomorphisms represent the same
morphism in TCob(n)1 if they agree on smaller subsets in the obvious way.

• Lastly, we need to give the morphisms s, t, e and c from definition A.2.1:

– The source and target functors s, t : TCob(n)1 → TCob(n)0 assign to a
bordism B : M0 →M1 the source M0 resp. target M1.

– The identity functor e : TCob(n)0 → TCob(n)1 assigns to M = (M,M c,
M±) the identity bordism idM .

– To define the composition M0
B0−−→ M1

B1−−→ M2, remember that due to the
definition of the bordisms there are maps i1 : N1 → B0 and i′1 : N ′1 → B1.
One can then glue along N ′′1 := N1 ∩N ′1 in a straightforward way to obtain
a bordism B2 : M0 → M2. Note however, that the composition morphism c
defined in this manner is not strictly associative but associative up to coherent
isomorphism.

These functors respect the symmetric monoidal structure of disjoint union of man-
ifolds and are thus symmetric monoidal functors themselves.

Manifolds with rigid geometry
A very flexible notion of geometry is through the action of a group (thought of as an
isometry group) on a model space in the spirit of Felix Klein and the Erlangen program.
The easiest case would be for the model space to be a vector space.

Example 2.3.2. This is related to the following concept: Given a Lie group H together
with an action on a finite-dimensional vector space V , an H-structure on a manifold X
is an H-principal bundle P over X together with an isomorphism P ×H V ∼= TX. Such
an H-structure is called integrable if it is locally flat. This notion includes:
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• An integrable GLn(C)-structure with V = Cn on a manifold X is the same as a
complex structure.

• An integrable O(n)-structure with V = Rn on a manifold X is the same as a flat
Riemannian metric.

• An integrable U(n)-structure with V = Cn on a manifold X is the same as a flat
Kähler structure.

• An integrable Sp(2n)-structure with V = R2n on a manifold X is the same as a
symplectic structure.

By choosing charts on an open covering of X with codomain open subsets of V , one can
identify an integrable H-structure with the lift of the derivatives of transition functions
φij along the map ρ : H → GL(V ), such that the usual cocyle conditions are fulfilled
(see (2.3.3)). Such an H-structure is then said to be rigid if every transition function
φij is the locally constant restriction of the action on V by the group G = (V,+) oH
of "translations and rotations".

However, the model space for a more general rigid geometry will be a smooth ma-
nifold rather than a vector space. So from now on, let (G,M) denote a pair where G
is a Lie group with an action on the manifold M (called the model space). The ideas
explained here are very old, we follow along the lines of [ST11].

Definition 2.3.3. A (G,M)-structure on a manifold M consists of

1. an open covering M =
⋃
Ui, Ui ⊆M open;

2. a collection of diffeomorphisms (called charts) φi : Ui
∼=−→ Vi ⊆ M where Vi ⊆ M

are open subsets in the model space M;

3. a collection of elements gij ∈ G which determine the transition functions by making
the following diagram commute (here the gij are thought of as automorphisms on
M via the action G×M→M)

M

Ui ∩ Uj M

M

φj

φi

gij

gjk

gik

. (2.3.3)

The equation gij · gjk = gik expressed by the right triangle is called the cocycle
condition.

In the spirit of manifolds with collars that we want to consider, this definition should
be widened to state what a (G,M)-structure is on a pair (M,M c):

Definition 2.3.4. Let (G,M) be a geometry as above and Mc be a codimension one
submanifold of M. A geometry will from now on mean a triple (G,M,Mc) but we
will suppress Mc for convenience. A (G,M)-structure on a pair (M,M c) consists of a
maximal atlas (Ui, φi) for M as above, such that φi(Ui ∩M c) ⊆Mc.
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Definition 2.3.5. The category (G,M)-Man of (G,M)-manifolds is given as follows:

• Objects are (G,M)-manifolds in the sense of definition 2.3.3;

• A morphism between two objects M,M ′ is a smooth map f : M → M ′ together
with a choice fi′i ∈ G for each pair of charts (Ui, φi), (U ′i′ , φ′i′) such that f(Ui) ⊆ U ′i′
making the following diagram commutative:

Ui U ′i′

M M

φi

f

φi′

fi′i

,

and satisfying fj′j · gji = g′j′i′ · fi′i, i.e. commuting with the transition functions.

Remark 2.3.6. Given a (G,M)-manifold M , then any open subset U ⊂ M inherits a
(G,M)-structure and the map U →M is a morphism in (G,M)-Man. The same holds
for any covering N →M .

Remark 2.3.7. Similarly one can define the category of (G,M)-pairs. Then one needs
to require that for a morphism f : M0 →M1 cores are mapped to cores, i.e. f(M c

0) ⊆M c
1 .

Remark 2.3.8. Next we would like to give a definition of the bordism category of
(G,M)-manifolds, (G,M)-Cob. This requires to first capture some additional technical
features which shall not be covered here. In short, we need the following ingredients:

1. The notion of a symmetric monoidal category needs to be generalized to that of a
symmetric monoid in a strict 2-category: Given a category C internal to a strict
2-category A such that C0 is a terminal object in A (i.e. for every object X in
A there exists only a single morphism X → C0), C is called a monoid in A (and
the composition c is thought of as a multiplication with unit e). As an example,
a monoid in the strict 2-category Cat of categories is a monoidal category (with
C0 the trivial category). If there is furthermore a braiding 2-isomorphism, one
speaks of a symmetric monoid in A (see definition 2.16 in [ST11]). For example,
a symmetric monoidal category is a symmetric monoid in Cat.

2. It is necessary to replace (G,M)-Man by its family version, i.e. all occuring mani-
folds come equipped with the extra datum of a smooth map (actually a submersion)
into a parameter manifold S and the charts now have as codomain open subsets
of S × M. The details for this are spelled out in definition 2.33 of [ST11]. To
be more precise, one can introduce the notion of fibered categories (also called
Grothendieck fibrations). Roughly speaking, a Grothendieck fibration is a functor
p : E → B for which the fibers Eb = p−1(b) depend (contravariantly) functorially
on b ∈ B. The details are spelled out in section 2.7 of [ST11]. A typical example
is the functor p : Bun →Man between the category of smooth fiber bundles and
the category of manifolds, that sends a bundle to its base space. Similarly, the
forgetful functor (G,M)-Man→Man that sends a (G,M)-family to its parameter
space is a Grothendieck fibration. One should then more correctly write (G,M)-
Man/Man for the category of families of (G,M)-manifolds to distinguish it from
the non-family version. However, we will generally talk about the family version
from now on and thus drop this distinction.
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3. One needs to talk about categories with flip. This extra structure arises because
any element g ∈ Z(G) determines an automorphism θM := θM (g) : M → M for
a (G,M)-manifold M by simply setting all fi′i = g in definition 2.3.5. Moreover,
these flips θM form a natural family of isomorphisms and one then speaks of a
category with flips. For two such categories C,D with flips, a functor F : C → D

between them is called flip-preserving if F (θM ) = θFM . The notion of natural
transformations is then automatic. Another example of a category with flip is the
category SVect of super vector spaces with the flip given by the grading involution
(see definition B.1.1). This is made more explicite in section 2.6 of [ST11].

We can now define the category (G,M)-Cob of cobordisms of (G,M)-pairs. The
definition is similar to that of TCob(n), except that it is now a category internal to
Sym(Catfl/Man), the strict 2-category of symmetric monoids in the 2-category of
categories with flip fibered over Man, for the reasons explained above (note that the
forgetful functor (G,M)-Man → Man preserves flips). Other than that, the definition
is essentially the same by simply replacing the topological notions by their (G,M)-
geometry analogues (see definition 2.46 in [ST11]).

One might at this point wonder what happens on the level of field theories. We still
want a field theory to be a functor from this cobordism theory (G,M)-Cob into a proper
category of vector spaces. This functor should however respect the given structures, i.e.
it should be a functor between internal categories and its codomain should be a category
TV internal to Sym(Catfl/Man). We skip a proper definition at this point (it can be
found as definition 2.47 in [ST11]) and only note how the novel ingredients enter for the
objects of TV0:

• The fibration over Man enters via taking as objects of TV0 a manifold S together
with a certain sheaf of OS-modules (more precisely, complete, locally convex Z/2-
graded topological modules over the structure sheaf OS).

• The flip enters by the grading involution of this sheaf.

• The monoidal structure is given via the projective tensor product over OS .

Adding supersymmetry
Adding supersymmetry to the structures described above is then relatively easy because
everything is expressed in terms of categories, thus we mainly need to find the right
category. The first thing to do is replace the category Man of manifolds by the category
csM of complex super manifolds (or SMan of real super manifolds, both notions are
reviewed in appendix B). Concretely, one needs to make the following replacements:

• Lie groups (i.e. group objects in Man) need to be replaced by super Lie groups
(i.e. by group objects in csM).

• Rigid geometries (G,M) of a Lie group G acting on a model space M need to be
replaced by their super versions: G a super Lie group acting on a supermanifold
M of dimension p|q.

• (G,M)-manifolds M as in definition 2.3.3 naturally generalize to the super case
(recall that topological properties need to be expressed in terms of the reduced
manifolds). Similarly, for a submanifold Mc ⊂ M of dimension p− 1|q the notion
of a (G,M)-structure on a pair generalizes definition 2.3.4.



Chapter 2. Functorial Quantum Field Theories 19

• There is a category of (G,M)-supermanifolds. Moreover, one can take families
of (G,M)-supermanifolds with a parameter supermanifold S, thus arriving at a
Grothendieck fibration over csM.

• csM comes equipped with a flip: To every supermanifold M = (|M |,OM ) there is
an automorphism

θM : (|M |,OM )→ (|M |,OM ),
(x, f) 7→ (x,±f),

depending on whether f is even or odd.

• (G,M)-supermanifolds form a bordism category (G,M)-Bord that is defined in
the same way as in the non-super case. Consequently, it is a category internal to
Sym(Catfl/csM), the strict 2-category of symmetric monoids in the 2-category
of categories with flip fibered over csM. Here we require that there is an element
g in the center of G, such that multiplication by g induces θM.

Similarly, one can generalize the notion of the codomain TV of the field theory functor
(in particular, one uses now a supermanifold S for the parametrization of the family).

Definition 2.3.9. A supersymmetric field theory is a functor

Z : (G,M)-Man→ TV

internal to Sym(Catfl/csM).

2.4 Compactification of QFTs
In this section we want to briefly illustrate an important tool of constructing "new"
lower dimensional Quantum Field Theories out of existing ones. This section will not be
mathematically rigorous because it demands higher category versions of geometrically
enhanced bordism categories of which there is no rigorous definition to our best know-
ledge. Hence we will assume their existence in the following and settle for drawing only
an instructive picture.

Let 0 ≤ m ≤ n be two integers and Z be an n-dimensional, m-extended quantum
field theory, i.e. an m-functor from an m-category whose objects are represented by
(n−m)-dimensional manifolds, possibly equipped with a geometry, whose 1-morphisms
are represented by bordisms of those, whose 2-morphisms are represented by bordisms
of bordisms etc. We use here a more general notion of geometry than in the previous
section because we demand it to exist in arbitrary dimensions (or at least dimensions
≤ n) such that the product of two manifolds with this geometry naturally carries this
structure as well. A good example to think of is that of (Pseudo-)Riemannian manifolds.

Now fix a closed manifold K of dimension k ≤ m that carries the geometric structure
that is under consideration. This defines an (m − k)-extended, (n − k)-dimensional
quantum field theory which we will denote by Z/K and whose value on a manifold M
of dimension l ≤ n− k is defined as

(Z/K)[M ] := Z[K ×M ]. (2.4.1)
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We will call this procedure dimensional reduction. It can be applied several times in
a commutative way, i.e. for another closed manifold K ′ of dimension k′ and with the
necessary geometrical structure, there is again a quantum field theory

(Z/K) /K ′ =
(
Z/K ′

)
/K = Z/(K ×K ′), (2.4.2)

simply because the field theory functor is symmetric monoidal. However, the field theory
obtained this way does not contain any new information but should rather be regarded
as a restriction of the old field theory because it corresponds to evaluation of manifolds
of the form K ×M rather than more general manifolds. An honest lower dimensional
field theory is obtained by compactification. For this to make sense, we need a geometry
that allows a notion of "distance" on the manifolds, say by a metric or a conformal
class thereof. Then in the same setting as above but with the manifold K = (K, g)
endowed with a metric, one obtains the field theory Z/(K, g) the same way as above.
The compactification of Z byK lacks a rigorous mathematical definition but is in physics
thought of as a certain limit of functors

Z//K := ” lim
λ→0

” Z/(K,λ · g) (2.4.3)

whose existence we must assume. In practice one expands the fields on the product
manifold in Fourier modes of (K,λg). The limit is called "infrared limit" in physics
because it corresponds to taking everything into account at low energies where the non-
constant Fourier modes must be neglected due to their energy tending to infinity as
λ → 0. Hence, at low energies an effectively (n − k)-dimensional theory arises which
is consequently called the low-energy effective theory. It is then a highly non-trivial
statement that consecutive compactifications commute, i.e. that

(Z//K)//K ′ != (Z//K ′)//K. (2.4.4)

Indeed, this is generally not true and if it should indeed hold, it usually has vast im-
plications. As an example, the Geometric Langlands program can be described in this
way as the consecutive compactification of a six-dimensional superconformal field theory
by a torus and a Riemann surface [KW07]. We will exploit such an equality to find a
close relationship between a class of four-dimensional theories ("theories of class S") and
Hitchin integrable systems in chapter 4.

We want to emphasize that even though this picture might be instructive, it is
oversimplified. A true compactification is an elaborate and subtle process which we
will witness in the next section when we compactify a four-dimensional theory to three
dimensions.



Chapter 3

Four-dimensional N = 2 Gauge
theories

In this chapter we turn to actual physics. The theories at hand are four-dimensional
gauge theories that enjoy N = 2 supersymmetry and have been studied very thoroughly
by physicists. The two things that we are mostly interested in are the Low Energy
Effective Lagrangian (LEEA) and the BPS spectrum. From a more abstract perspective,
this chapter may be read as a physical interpretation of the Kontsevich-Soibelman Wall-
Crossing Formula (KSWCF) that describes the fusion of BPS particles.

The outline is the following: We start by briefly explaining two imporant examples
of bosonic field theories in section 3.1, namely σ-models and gauge theory. Afterwards,
we will turn to the representation theory of 4d N = 2 gauge theories in section 3.2. We
are particularly interested in BPS representations and will see that there are two types
present which are called the hypermultiplet and the vectormultiplet. In section 3.3 we
will develop an index that will assign integer numbers to representations of the super-
Poincaré algebra. Its values are non-vanishing for BPS states but vanish on non-BPS
states. The latter may be formed when two BPS states become aligned, hence forcing
the BPS index to jump. This jumping behaviour may be described by the KSWCF
which will play an important part in the rest of this thesis. In section 3.4 we recall
the main features of Seiberg-Witten theory that has allowed vast improvements in the
understanding of these theories. In particular, it determines the LEEA precisely, hence
letting us focus on determining the BPS spectrum. Afterwards we will consider the
four-dimensional theory on a space-time of the form R3 × S1 and reduce it over the
second factor in 3.5. The resulting theory is a three-dimensional σ-model with target
space a Hyperkähler manifold (M, g). We will see that by naive dimensional reduction
we obtain a metric gsf on M containing discontinuities that have to be resolved. This
is done in 3.6 where we recall a twistor space construction of the Hyperkähler metric
and see that the correction terms are related to the BPS indices: the jumps of these
indices and the jumps of the "semiflat" metric gsf have to be carefully balanced to obtain
a continuous Hyperkähler metric g. The moral is that this balancing is captured by the
KSWCF. This is the key insight of Gaiotto, Moore and Neitzke [GMN10] who give an
explicit construction of g provided the radius R of the circle S1 is large enough. In
the following chapter we will present a different construction that holds for all R but is
restricted to a smaller class of theories, called Theories of class S.

3.1 Gauge theory and σ-models
We use this section to briefly review standard notions in physics for which we fol-
low [DF99a]. We will omit supersymmetry in this section but the details are spelled
out in [DF99b]. To start off, let us explain the concept of a non-linear σ-model. Fix
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two Riemannian manifolds M and X as well as a potential energy function V : X → R
which is usually required to be bounded from below, we will henceforth assume that it
takes a minimum value of 0.

Definition 3.1.1. A (non-linear) σ-model is a quantum field theory for which the fields
are maps φ : M → X and for which the Lagrangian takes the form

L =
(1

2g
µν∂µφ∂νφ− φ∗V

)
µg(x). (3.1.1)

Here, g is the metric on M and µg is the associated density in local coordinate x.

An important quantity in physics is the energy-momentum tensor, here given locally
by

Tµν = ∂µφ∂νφ+
(
−1

2 |dφ|
2 + φ∗V

)
gµν .

The moduli space of vacua is defined to be the moduli space of field configurations
minimizing the energy density. In case M = R1,3 this means minimizing T00 and hence
the moduli space of vacua is given by

Mvac := V −1(0). (3.1.2)

A second important class of quantum field theories are gauge theories. Let G be a
Lie group (called the gauge group), M be a smooth manifold and P →M be a principal
G-bundle over M with the G-action Rg from the right. Let V be a space with a left
G-action, one can form the associated bundle V P = P ×G V → M with sections being
equivariant maps f : P → V . In the special case of V = g = LieG together with the
adjoint action, one obtains the adjoint bundle adP := gP . Similarly, one obtains an
adjoint bundle of groups P ×GG→M whose sections are called gauge transformations
and act as automorphisms on P .

For any smooth fiber bundle π : E → B one can define the Ehresmann connection:
Let V := ker(dπ : TE → TB) be the vertical bundle, an Ehresmann connection is a
smooth subbundle H of TE such that TE = H ⊕ V . This induces the connection form
c, a vector bundle endomorphism on TE that is the projection onto V .

In the case at hand of a principal G-bundle P → M , a principal Ehresmann con-
nection (or simply connection) is an Ehresmann connection that is G-invariant, hence
horizontally lifting any vector field η on M to a G-invariant vector field η̃ on P . Note
that the differential of the vertical action of G on P allows for the identification of g
with the subspace Vx (x ∈ M) via a map ι : Vx → g. One can equivalently define a
connection on P via a g-valued 1-form A ∈ Ω1

P (g) satisfying

ι(XV ) = A(XV ), XV ∈ V,
R∗gA = Adg−1(A), g ∈ G.

(3.1.3)

A can be obtained from the connection form c via A(X) = ι(c(X)) for X ∈ TxM . Every
connection A has a curvature FA, an ad(P )-valued 2-form on M given by

FA = dA+ 1
2 [A ∧A] . (3.1.4)
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Additionally, A induces a covariant derivative ∇ on any associated bundle P ×G V by
letting for η a vector field on M and f : P → V a section of V P

∇ηf = η̃f.

Equivalently, it can be understood as an operator DA : Ω0(V P )→ Ω1(V P ) given by

DAf = (d +A)f

that extends in the obvious way to higher differentials.
Pure Yang-Mills theory on Minkowski space M = Mn−1,1 is defined from the data

of a Lie group G together with a bi-invariant inner product 〈·, ·〉 on its Lie algebra g. A
field of the theory is a principal G-bundle over M together with a connection A and its
field strength is the curvature FA. The collection of all fields forms a category CM (G)
for which

• an object is a connection on a principal G-bundle P →M and

• a morphism is an isomorphism of principal bundles that preserves the given con-
nections.

Neglecting topological terms, the Yang-Mills Lagrangian is given by

L = −1
2〈FA ∧ ∗FA〉 (3.1.5)

and the equation of motion is
DA ∗ FA = 0 (3.1.6)

which is known as the Yang-Mills equation. Note that DAFA automatically vanishes by
the Bianchi identity.

One can combine these two theories into a gauged non-linear σ-model over Minkowski
space M = M1,n−1, a very general bosonic theory in the absence of gravity. The data
used to define such a theory are:

G

〈·, ·〉
X

V : X → R

Lie group with Lie algebra g,

bi-invariant inner product on g,

Riemannian manifold with a G-action by isometries,
G-invariant potential function with minimum 0.

(3.1.7)

One obtains fields

A

φ

connection on a principal G-bundle P →M,

section of the associated bundle P ×G X →M
(3.1.8)

and a Lagrangian by combining (3.1.1) and (3.1.5) into

L =
(1

2 |DAφ|2 −
1
2 |FA|

2 − φ∗V
)
|dnx| (3.1.9)

In this case, the moduli space of vacua is given by

Mvac = V −1(0)/G. (3.1.10)



24 Chapter 3. Four-dimensional N = 2 Gauge theories

3.2 BPS states
A general review of representations of 4d super Poincaré algebras can be found in B.3, we
want to specialize to the case of N = 2. For convenience, let us call the super Lie algebra
under consideration s. Consequently, its even part is a direct sum s0 = iso(3, 1)⊕gR⊕z of
the Poincaré algebra iso(3, 1), a compact Lie algebra of R-symmetries gR and the center
z, while the odd part s1 is a sum of two copies of the irreducible spinor representation
together with an action of gR ⊕ z that does not interest us at this point.

Recall that a massive representation contains two representations of the Clifford
algebra according to (B.3.14), there is hence a decomposition s1 = s+

1 ⊕ s−1 of the odd
part of the superalgebra. Since their actions anticommute, we focus on s+

1 and fix two
operators a and b to be its creation operators. After choosing a clifford vacuum |λ〉, i.e.
a† |λ〉 = 0 = b† |λ〉, there is a representation of the Clifford algebra

ρ = (|λ〉 , a |λ〉 , b |λ〉 , ab |λ〉) (3.2.1)

which we want to interpret as a representation of s′0 = so(3) ⊕ su(2)R, i.e. ρ should be
a 4-dimensional representation of the Lorentz algebra. In many physical examples, this
is the even part of the little group of the massive state after gauge fixing. Moreover, we
will soon focus our attention on BPS states for which the representation theory of the
R-symmetry group follows automatically. In either case, one particular way of realizing
ρ as such a representation is by letting

ρ :=
(

0; 1
2

)
⊕
(1

2; 0
)

(3.2.2)

and in fact it has been shown in [WB92] that any representation of s′0 ⊕ s+
1 is of the

form ρ⊗σ with σ an arbitrary representation of s′0. Including s−1 yields the general form
ρ⊗ ρ⊗ σ in the rest frame.

Now we specialize to BPS states, i.e. those states that saturate the BPS bound (B.3.15).
Hence one Clifford algebra (say s−1 ) acts trivially and a general BPS representation takes
the form

ρBPS = ρ⊗ σ. (3.2.3)

We are mainly interested in two examples, called the hypermultiplet and the vector
multiplet. Since BPS are specified by their mass (that is by the so(3) part of s′0), we can
omit the su(2)R part and simplify our notation. For example,

ρ =
(

0; 1
2

)
⊕
(1

2; 0
)
 2 · [0]⊕

[1
2

]
.

In this sense, we can specify long representations λj and short (i.e. BPS) representations
σj for j ∈ 1

2N0 via

σj := ρ⊗ [j] =
(

2 · [0]⊕
[1

2

])
⊗ [j] ; (3.2.4)

λj := ρ⊗ ρ⊗ [j] =
(

5 · [0]⊕ 4 ·
[1

2

]
⊕ [1]

)
⊗ [j] . (3.2.5)
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For example,

σ0 = ρ⊗ [0] = ρ = 2 · [0]⊕
[1

2

]
, (3.2.6)

σ 1
2

= [0]⊕ 2 ·
[1

2

]
⊕ [1] , (3.2.7)

λ0 = 5 · [0]⊕ 4 ·
[1

2

]
⊕ [1] , (3.2.8)

from which we deduce that λ0 = 2 · σ0 ⊕ σ1/2. σ0 and σ1/2 are called hypermultiplet
and vector multiplet, respectively, and it becomes apparent that BPS representations
can fuse to form non-BPS representations, which however appear "BPS-like" as sums of
BPS representations. Our main interest is in the vector multiplet and its content can be
read off the above representation: it contains a complex scalar (the [0]), a spinor doublet
of su(2)R (the two [1/2]) and a vector (the [1]). As opposed to that, the hypermultiplet
contains a doublet of complex scalars and a spinor singlet.

One would like to have an "index" that takes a certain integer value on BPS states
and vanishes on non-BPS states and in fact there is a unique (up to a scalar multiple)
such index, called the BPS-index or second helicity supertrace, which was introduced
in [CFIV92]. We recall its definition in (3.3.4) but state for now that it receives a
contribution of +1 for each massive hypermultiplet and −2 for each massive vector
multiplet. Consequently (due to linearity), it vanishes for the "fake-BPS" representation
λ0 as expected.

3.3 The BPS index and the Wall-Crossing Formula
We are interested in the low energy behaviour of the theory with gauge group G of rank
r (that is low energy compared to a typical energy scale Λ).
The vacuum moduli space is parametrized by the vacuum expectation values (vevs)
of the scalar fields. By standard nonrenormalization theorems it is locally a product
MH × B. The first factor is called the Higgs branch and it is parametrized by the
hypermultiplet scalar vevs. In this thesis, we will focus on the second factor, called the
Coulomb branch and parametrized by the vevs of the vector multiplets. Note that at a
generic point u ∈ B the Higgs branch is absent. B is an r-dimensional complex manifold
that we will later identify with the base of the Hitchin system for a specific class of
theories.

At low energies, the gauge group is broken at each point u ∈ B to a maximal torus
U(1)r. According to the Dirac-Zwanziger quantization condition, the corresponding
charges span a lattice Γu ∼= Z2r that comes equipped with a non-degenerate symplectic
form 〈·, ·〉 → Z. These lattices glue to a local system Γ,1 that is a fibre bundle Γ→ B with
fibre Γu. BPS particles become massless on singular loci Bsing of complex codimension
one in B. The local system degenerates at these loci and has non-trivial monodromy
around them. Let us informally denote local sections of Γ by γ ∈ Γ. The periods form a
collection Z(u) ∈ Γ∗u⊗ZC holomorphic in u ∈ B that allows the definition of the central
charge

Zγ(u) := Z(u) · γ (3.3.1)
1That is in the absence of flavour charges. More precisely, the full charge lattice Γ has a radical Γf of

flavor charges with respect to the symplectic pairing, and the lattice Γg of electric and magnetic gauge
charges makes the following a short exact sequence: 0 → Γf → Γ → Γg → 0. Locally, this sequence
splits and we will neglect flavor charges until they reappear in (4.4.6).
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of a particle with charge γ ∈ Γ. Any 1-particle state must satisfy the BPS-bound (B.3.15)

m ≥ |Zγ | (3.3.2)

and the particles saturating this bound are exactly the BPS particles. Recall that the
one-particle Hilbert space for any state is graded by the charge lattice

H1
u =

⊕
γ∈Γ
H1
u,γ . (3.3.3)

Since a BPS state may take an arbitrary charge, the space of BPS particles inherits this
grading (H is the Hamiltonian of the system):

H1,BPS
u =

⊕
γ∈Γ
H1,BPS
u,γ ,

H1,BPS
u,γ =

{
|φ〉 ∈ H1

u,γ : H |φ〉 = |Zγ(u)| |φ〉
}
.

The H1,BPS
u,γ are finite-dimensional in all known examples and one hence defines the

second helicity supertrace or BPS index by

Ω(u, γ) := −trH1,BPS
u,γ

(−1)2J(2J)2. (3.3.4)

Here, J is the spin operator, i.e. in the notation of (3.2.4)-(3.2.8) it acts on a state [j]
as J [j] = j. One can easily check that indeed

−trσ0(−1)2J(2J)2 = −(−1)1 · 12 = 1
−trσ 1

2
(−1)2J(2J)2 = −2 · (−1)1 · 12 − (−1)2 · 22 = −2 (3.3.5)

as claimed. The BPS index thus "counts" the BPS states and is hence locally constant.
However, there is a codimension 1 locus in B where the central charges of several BPS
states may align (i.e. they have the same phase in the complex plane), causing the
binding energy

E = |Zγ+δ(u)| − |Zγ(u)| − |Zδ(u)| ≤ 0 (3.3.6)

of a bound BPS state, which is non-positive by the triangle inequality, to vanish. The
BPS index is piecewise constant with jumps along these walls, called walls of marginal
stability. In order to understand the theory well, one would like to understand the
global behaviour of Ω(u, γ) but that includes determining its value in strong coupling
regions where the methods of computation are often insufficient. Hence, determining
the locations of the walls of marginal stability and the jumps of the index is a promising
approach to determine the whole spectrum because one would only need to compute
the BPS index in one region that is suitable. We now want to describe this jumping
behaviour, which was pioneered by the relation to generalized Donaldson-Thomas in-
variants found by Kontsevich and Soibelman ([KS08]). Let us explain this along the line
of [GMN10].
The starting point is a Lie algebra with generators (eγ)γ∈Γ and commutation relation

[eγ , eδ] := (−1)〈γ,δ〉〈γ, δ〉eγ+δ. (3.3.7)

We want to interpret this Lie algebra geometrically, namely as infinitesimal symplecto-
morphisms of the complexified torus Tu = Γ∗u ⊗Z C. We choose coordinates Xi = Xγi
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with (γ1, . . . , γ2r) a basis of the lattice and the Xγ functions on Tu that satisfy

XγXδ = Xγ+δ. (3.3.8)

These allow for a symplectic closed 2-form ωTu on Tu via

ωTu := 1
2〈γi, γj〉

−1d logXi ∧ d logXj (3.3.9)

Denoting by ẽγ the infinitesimal symplectomorphism of the torus generated by Xγ , they
naturally act via

ẽγXδ = 〈γ, δ〉Xγ+δ (3.3.10)

and hence satisfy the commutation relations

[ẽγ , ẽδ] = 〈γ, δ〉ẽγ+δ. (3.3.11)

The missing sign compared to (3.3.7) has to be absorbed by a quadratic refinement,
that is a map σ : Γ→ Z2 satisfying

σ(γ)σ(δ) = (−1)〈γ,δ〉σ(γ + δ). (3.3.12)

Note that this fibration generally does not exist globally, hence one really needs to
consider a twisted torus fibration. We will not dwell on this issue which is resolved
in [GMN10], p.14. In any case, having chosen a refinement σ allows us to think of
eγ as the symplectomorphism generated by the Hamiltonian σ(γ)Xγ . Through the
exponential map we can define a group element

Kγ := exp
∑
n∈N

1
n2 enγ (3.3.13)

which acts as a symplectomorphism on Tu via

Kγ (Xδ) = Xδ

(
1− σ(γ)Xγ

)〈δ,γ〉
. (3.3.14)

The only ingredients left to describe the wall-crossing formula (WCF) are the walls
themselves. As we have seen around (3.3.6), we are interested in the phase of the
central charge of a BPS state. Denote therefore the ray in the complex plane that is
defined by this phase by

lγ,u := {ζ : Zγ(u) ∈ ζR−} . (3.3.15)

Varying u ∈ B rotates these rays in the ζ-plane but keeps their relative ordering invariant
around generic u. However, upon reaching a wall of marginal stability two or more
central charges become aligned and so do their corresponding rays, switching their order
when passing the wall. At a generic such point of the walls u0, only two central charges
align and hence the charges of interest are given by

Zγ(u0) = mZγ1(u0) + nZγ2(u0) , m, n ∈ N>0 (3.3.16)
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for primitive vectors γ1, γ2 with aligned central charges Zγ1 ∈ Zγ2R>0.2 Now the state-
ment of the WCF is the following

Theorem 3.3.1. (Wall-crossing formula)
The product

A :=
y∏

γ=mγ1+nγ2
m,n>0

KΩ(u,γ)
γ , (3.3.17)

with the order taken by decreasing argument of the rays lγ is well-defined and its value
is unchanged across the wall.

Recall that at the wall, the BPS indices Ω(u, γ) jump and the order of the prod-
uct (3.3.17) is changed, so it is anything but obvious that A should remain unchanged.
In fact, the statement is strong enough to determine the Ω(u, γ) on one side of the wall
given their values on the other side. To see this, one truncates the infinite product to a
finite product with m+n ≤ R, that is we take the quotient of the Lie algebra generated
by all the emγ1+nγ2 by the ideal generated by those with m+ n > R. Similarly, one can
compute the value of the power expansion

A : Xδ →

1 +
∑

0<m,n
cm,nδ Xmγ1+nγ2

Xδ (3.3.18)

on one side of the wall. By a truncation m + n ≤ R one can iteratively determine the
BPS degeneracies on the other side. For example, for R = 1 the values of c1,0

δ and
c0,1
δ must be correctly reproduced by Ω(u, γ1) and Ω(u, γ2), hence fixing them. In the
next step R = 2 this information can be used to compute Ω(u, 2γ1), Ω(u, γ1 + γ2) and
Ω(u, 2γ2) and so on. It is conjectured in [KS08] that the Ω(u, γ) thus computed are
actually integers. Let us finish this section with two examples to illustrate why the
above claim should hold.

Example 3.3.2. Denote the charges of the two-dimensional lattice that generate the
symplectomorphisms at a generic point on the wall of marginal stability by γ = (p, q) ∈ Z
and let x = X(1,0) and y = X(0,1) the functions of unit electric resp. magnetic charge.
By mulitplicativity of the Xγ it suffices to study how x and y transform. By (3.3.14)
this happens as

K(p,q) : (x, y) 7→
(
(1− (−1)pqxpyq)q x, (1− (−1)pqxpyq)−p y

)
(3.3.19)

where we have used the canonical symplectic form 〈(p, q), (p′, q′)〉 = pq′ − qp′. Now
consider the setting where there are two BPS particles, one with unit electric charge and
one with unit magnetic charge, on one side of the wall at which their central charges
align. The wall-crossing is described by the "pentagon identity" that has already been
observed by Kontsevich and Soibelman:

K(1,0)K(0,1) = K(0,1)K(1,1)K(1,0). (3.3.20)
2As was pointed out in [GMN10], the relationship to generalized Donaldson-Thomas invariants re-

stricts the existence of these primitive vectors by the "Support Property": after choosing a (positive
definite) norm on Γ, one needs to require the existence of a positive K such that Zγ > K · ||γ|| for all γ
with Ω(u, γ) > 0.
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The calculation is straightforward but let us quickly do it:

K(1,0)K(0,1)(x, y) = K(1,0) ((1− y)x, y)

=
(
(1− y)x, (1− (1− y)x)−1 y

)
=
(
(1− y)x, (1− x+ xy)−1 y

)
,

K(0,1)K(1,1)K(1,0)(x, y) = K(0,1)K(1,1)
(
x, (1− x)−1y

)
= K(0,1)

( (
1 + x(1− x)−1y

)
x,(

1 + x(1− x)−1y
)−1

(1− x)−1y
)

= K(0,1)
(

(1− x+ xy) (1− x)−1x, (1− x+ xy)−1 y
)

=
( (

1− (1− x+ xy)−1 y
)

(1− x+ xy) (1− x)−1x,

(1− x+ xy)−1 y
)

=
(
(1− x− y + xy)(1− x)−1x, (1− x+ xy)−1 y

)
=
(
(1− y)x, (1− x+ xy)−1 y

)
.

Hence, the creation of a dyon (a particle carrying both electric and magnetic charges) is
predicted by the WCF which is in accordance with supergravity considerations [DM11]
that also find this bound state.
A second remarkable example arises in Seiberg-Witten theory which contains one wall
of marginal stability separating the weak coupling and the strong coupling regime. The
wall-crossing occurring there is expressed by

K(2,−1)K(0,1) =
(
K(0,1)K(2,1)K(4,1) . . .

)
K−2

(2,0)

(
. . .K(6,−1)K(4,−1)K(2,−1)

)
. (3.3.21)

The left hand side represents the strong coupling spectrum and contains one monopole
and one dyonic state, both in a hypermultiplet representation (because of the exponent).
The weak coupling spectrum is represented by the right hand side with the infinite
spectrum of dyons (all in the hypermultiple representation) and a state with charge
(2, 0) in the vectormultiplet representation, hence the W boson (since the scalars are
neutral in the vectormultiplet).

3.4 Seiberg-Witten theory
In this section we are interested in the bosonic degrees of freedom at low energies, that
is in the complex scalar fields aI and gauge fields AI , all taken in the adjoint representa-
tion. As before, we make the genericity assumption that the scalars have non-vanishing
vacuum expectation values, hence breaking the gauge group to a maximal torus U(1)r.
Seiberg-Witten theory ([SW94a], [SW94b]) explains that the effective Lagrangian is en-
coded in a single holomorphic function F(aI), called the prepotential. Let us quickly
recall the main points.

We have seen in the previous section that the Coulomb branch B comes equipped
with a fibre bundle of lattices Γu = Z2r which carries a non-degenerate symplectic form.
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Locally we can hence choose a splitting into dual Lagrangian sublattices Γ = Γe ⊕ Γm
called the lattices of electric resp. magnetic charges. We can choose a Darboux basis
{αI , βI} (called an electric-magnetic duality frame in physics) which obeys the following
relations under the symplectic pairing:

〈αI , αJ〉 = 0 = 〈βI , βJ〉 , 〈αI , βJ〉 = δJI . (3.4.1)

In these coordinates the central charge Z can be written as

Z = aIαI − bIβI (3.4.2)

and we can reinterpret Zγ = 〈Z, γ〉. The central charge section hence determines special
local coordinates on B given by

aI = ZβI . (3.4.3)

By Seiberg-Witten theory there exists a holomorphic function F(aI) such that

bI = ZαI = ∂F
∂aI

. (3.4.4)

This determines a restriction on Z of the form

〈dZ,dZ〉 = −2daI ∧ dbI = −2 ∂bI
∂aJ

daI ∧ daJ

= −2 ∂2F
∂aI∂aJ

daI ∧ daJ = 0

which means that B is a special Kähler manifold with Kähler form

ω = i

2π∂∂̄〈Z, Z̄〉. (3.4.5)

This was first realized in [Str90], see also [Fre99]. The prepotential determines the
symmetric gauge coupling matrix

τIJ = ∂2F
∂aI∂aJ

(3.4.6)

which allows to write the bosonic part of the 4-dimensional effective Lagrangian as

L(4) = − ImτIJ
4π

(
daI ∧ ∗dāJ + F I ∧ ∗F J

)
+ ReτIJ

4π F I ∧ F J (3.4.7)

with the field strength F I := dAI .

3.5 Dimensional reduction to three dimensions
We now want to compactify this theory on a circle S1

R of radius R to obtain an effective
three-dimensional theory at energies much smaller than any other scales, i.e. at energies
E � 1/R and E � Λ (the energy scale of the four-dimensional theory). This process
has not yet been carried out on a mathematical level of rigour, a good reference for the
state of the art is [Nak15].

Call the Coulomb branch of the three-dimensional theory M. We obtain a first
estimate by naive dimensional reduction, i.e. by imposing that all the fields in (3.4.7)
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split into a part that depends on the three remaining directions and a part that depends
solely on the fourth (compactified) direction. Let us choose a local coordinate frame
{x0, .., x3} with the x3-direction being compactified. We will impose the following (where
from now on d denotes the exterior derivative in three dimensions, d4 that in four
dimensions):

d4a
I −→ daI(3),

AI = AIµdxµ −→ AI(3) +AI4dx4,

F I = d4A
I −→ F I(3) + dAI4 ∧ dx4.

Note that in particular the gauge fields AI split into 1-forms AI(3) and scalars AI4. This is
important because the moduli space is made up of scalar fields and the Coulomb branch
consists of vector multiplets which contain the same amount of scalars as of gauge fields.
Hence, when passing to the three-dimensional theory, the new scalars AI4 will cause the
dimension of the three-dimensional Coulomb branch to double compared to the four-
dimensional one. More precisely, the new scalar degrees of freedom are periodic and are
given by "electric" and "magnetic" Wilson lines (holonomies)

θIe :=
∫
S1
AI4dx4, θm,I :=

∫
S1

(
A∗(3)

)
I
dx4, (3.5.1)

where the
(
A∗(3)

)
I
are scalars dual to the 1-forms AI(3). We will not make this duality

precise here but note that in particular

dθm,I = ReτIJdθJe + ∗
(
ImτIJF J

)
. (3.5.2)

In any case, for generic u ∈ B one obtains a 2r-torusMu parametrized by these periodic
scalars. Varying u one obtains a fibration M → B with generic fiber Mu a 2r-torus.
However, at singular points the fiber might degenerate. To make this more precise,
introduce dzI = dθm,I − τIJdθJe with a slight abuse of notation since these 1-forms are
not closed globally but only along fibers Mu. Moreover, to ease the notation we will
drop indices and adopt the notation τ |da|2 := τIJdaI ∧ ∗daJ . By integrating out the
S1-direction and some rearranging (see [Til13] for a derivation) we obtain the effective
three-dimensional Lagrangian

L(3) = −1
2

{
R (Imτ) |da|2 + 1

4π2R
(Imτ)−1 |dz|2

}
. (3.5.3)

Recalling definition 3.1.1, we can identify this theory as a σ-model with target spaceM
and fields aI and zI which are maps R2,1 → M. The metric (now as a 2-form) must
then locally take the form

gsf = R (Imτ) |da|2 + 1
4π2R

(Imτ)−1 |dz|2. (3.5.4)

This metric gives away two interesting properties of the moduli space M: Firstly, the
second summand tells that the torus fibers are flat, hence the metric is called semiflat.
Secondly, gsf is a Kähler metric with respect to a complex structure in which daI and
dzI are a basis for the holomorphic one forms Ω1,0. Moreover, the toriMu are complex
submanifolds with respect to this complex structure. The description of gsf is local but
they glue together to a globally smooth metric on M except over the singular loci of



32 Chapter 3. Four-dimensional N = 2 Gauge theories

B where gsf has a singularity. This raises a puzzle because M should have a globally
well-defined metric g. Indeed, one needs to include "BPS instanton" corrections, i.e.
consider cases where the world lines of BPS particles wrap around the S1 over which
the compactification was worked out.

Let us describe how to include the fermionic degrees of freedom, i.e. supersymme-
try. There are 8 real supersymmetry charges in the four-dimensional N = 2 theory
in the Weyl spinors QIα and Q̄Jβ̇ because the indices take values in {1, 2}. All these
supercharges are preserved upon compactification on S1 but are now organized in the
three-dimensional spinors. The irreducible spin representation is a Majorana spinor with
2 supercharges, hence one is led to four spinors, i.e. N = 4 supersymmetry [SW97].

There is one last thing we have not talked about yet, namely the R-symmetry group
of the theory. Seiberg and Witten ([SW97]) explain how M obtains a Hyperkähler
structure in terms of it by considering the four-dimensional theory itself to be derived
via a dimensional reduction. More precisely, when starting from a six-dimensional super
Yang-Mills theory with N = 1 supersymmetry, we obtain the four-dimensional theory by
imposing the fields to be independent of two coordinates, say x5 and x4. This gives rise to
an R-symmetry group U(1)R that encodes rotations in the x4−x5-plane. However, upon
additional dimensional reduction, i.e. imposing independence of the x3 coordinates as
well, one obtains an SO(3) that acts via rotations on the last three coordinates. Hence,
the SO(3) must act on the scalars in the three-dimensional theory and thus on the
geometry of M by rotating the complex structures. This way, there is an S2 worth of
complex structures as would be expected for a Hyperkähler manifold. This is a very
typical feature of supersymmetry and there is in fact an entire book about the interplay
between supersymmetry and the underlying geometry [Cor10]. As an example, in four-
dimensional σ-models with N = 1 supersymmetry the scalars parametrize a Kähler
manifold, while for N = 2 it needs to be Hyperkähler.

3.6 Construction of the Hyperkähler metric
To fully describe the Hyperkähler structure ofM, one needs to obtain the exact descrip-
tion of its metric g. This is the main content of [GMN10] where a twistorial construction
of Hyperkähler metrics is used. Recall that the twistor space T assigned to a Hyper-
kähler manifold M is topologically the product M× CP1. From the point of view of
complex analysis one must first identify the complex structures J (ζ) that make M a
Kähler manifold with CP1. Then the twistor space should be understood as a holomor-
phic fibration over CP1 with the fiber being a copy of M endowed with the complex
structure J (ζ) corresponding to the base point ζ ∈ CP1. The holomorphic sections of
this fibration are called twistor lines.

The approach by Gaiotto, Moore and Neitzke [GMN10] takes the reverse direction:
Starting from the spaceM× CP1 and given functions

Xγ :M× C× → C×

labeled by sections γ ∈ Γ that satisfy certain conditions (one of them being that they
vary holomorphically with the twistor parameter ζ ∈ C×, i.e. they make use of the com-
plex structure of C× ⊂ CP1), it is possible to identifyM× CP1 with the twistor space
T assigned to the manifoldM which is hence Hyperkähler. This uses a characterization
by Hitchin et al ([HKLR87], [Hit92]). Moreover, it is possible to extract the Hyperkäh-
ler metric g from this construction that will make the Xγ(·; ζ) holomorphic Darboux
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coordinates3 in the complex structure J (ζ) and that makes the following a holomorphic
symplectic form in that complex structure:

$(ζ) := 1
8πR2 εij

dXγi
Xγi

∧
dXγj
Xγj

. (3.6.1)

Here, d denotes the fibrewise differential at fixed value of ζ. To make the above statement
precise, fix an open subset U ∈ B over which the charge lattice fibration Γ is trivializable.
Recall thatM is a fibration π :M→ B with generic fibre a 2r-torus. We denote local
coordinates on π−1(U) by (u, θ) with u ∈ U and θ the angular coordinates in the torus
fibreMu. [GMN10] demand the existence of functions

X :M× C× → Γ∗ × C×

that are holomorphic in ζ ∈ C× and satisfy the following properties (where Xγ denotes
the contraction with γ ∈ Γ):

(A) They are linear in γ, i.e.
XγXγ′ = Xγ+γ′ ; (3.6.2)

(B)
Xγ(·; ζ) = X−γ

(
·;−1/ζ

)
; (3.6.3)

(C) All X simultaneously satisfy the following set of differential equations:

∂

∂ui
X =

(1
ζ
A

(−1)
ui

+A
(0)
ui

)
X ,

∂

∂ūī
X =

(
A

(0)
ūī

+ ζA
(1)
ūī

)
X ,

(3.6.4)

with the A(n)
ui

and A
(n)
ūī

being certain complex vertical vector fields on the torus
fibresMu. The motivation behind (3.6.4) is that they can be reinterpreted as the
Cauchy-Riemann equations on (M, g) in the complex structure J (ζ).

(D) For fixed (u, θ), the assignment ζ 7→ Xγ(u, θ; ζ) is holomorphic on a dense subset
of C× (actually away from a countable union of lines);

(E) $(ζ) glues to a globally defined function that is holomorphic in ζ;

(F) ker$(ζ) is a 2r-dimensional subspace of the 4r-dimensional TCM, as would be
expected for a non-degenerate holomorphic symplectic form;

(G) $(ζ) has only simple poles in the limits ζ → 0 and ζ →∞.

The statement is that given such a collection of functions Xγ ,M is Hyperkähler with a
metric g such that for fixed twistor parameter ζ, Xγ(·; ζ) become holomorphic Darboux
coordinates and $(ζ) becomes a holomorphic symplectic form in the complex structure
J (ζ). Hence the problem of constructing the metric g has been transformed into that of
finding the coordinate functions X .

3We will stick to the name Darboux coordinates that has been used by Gaiotto, Moore and Neitzke.
Note however that the coordinates on the holomorphic symplectic manifoldM guaranteed by Darboux’s
theorem should really be log Xγ .
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A first estimate is given by the semiflat Darboux coordinates that are defined locally
as

X sf
γ (u, θ; ζ) = exp

(
πRζ−1Zγ(u) + iθγ + πRζZ̄γ(u)

)
(3.6.5)

and which correctly determine a Hyperkähler metric onM, namely the semiflat metric
gsf that we have encountered in (3.5.4).

As we have stated before, in order to determine the quantum corrected metric g (in
which the real codimension two singularities of gsf are smoothed out) one needs to include
instanton corrections. This cannot be recalled in a precise way in the scope of this thesis
but we want to emphasize some main features. We will denote the holomorphic Darboux
coordinates that are featured in [GMN10] by XRH

γ (u, θ; ζ) in accordance with [GMN13c].
The most important point is that XRH

γ (u, θ; ζ) are not holomorphic in ζ on all of C×
but only piecewise holomorphic with discontinuities at BPS-rays

lγBPS,u :=
{
ζ ∈ C× : ζ ∈ ZγBPS(u)R−

}
. (3.6.6)

where the Darboux coordinates jump. The crucial point is that continuity of the metric
is equivalent to these jumps obeying the KSWCF (3.3.17). More precisely, define the
KS transformations

Kγ : XRH
γ′ → XRH

γ′

(
1− σ(γ)XRH

γ

)〈γ′,γ〉
. (3.6.7)

Then the Darboux coordinates jump by

SγBPS,u :=
∏

γ||γBPS

KΩ(u,γ)
γ (3.6.8)

at the BPS ray lγBPS,u. Note that we do not need to fix an ordering here because all
KS transformations commute due to 〈γ, γ′〉 = 0 for aligned charges γ||γ′. Moreover, we
demand that XRH

γ ∼ X sf
γ in the limits ζ → 0,∞ as well as in the limit R→∞.

The upshot is that we are looking for a collection of functions Xγ,i that are holo-
morphic in a sector Si of the complex plane and that obey boundary conditions at the
walls between the sectors as Xγ,i+1 = SiXγ,i and have a certain behaviour in the limits
ζ → 0,∞. We have hence formulated a Riemann-Hilbert problem, which also explains
the name XRH. It is shown in [GMN10] that this Riemann-Hilbert problem is equivalent
to an integral equation that is a special version of the Thermodynamic Bethe Ansatz
(TBA). There is a solution in form of a series expansion provided that R is large enough.
Hence [GMN10] provide the holomorphic Darboux coordinates that in turn determine
the Hyperkähler metric g for large R. In the next section we will turn our attention to
a special class of four-dimensional N = 2 theories called Theories of class S for which
a different approach leads to a Hyperkähler metric for arbitrary values of R. The main
mathematical ingredient is that the moduli spaceM can be identified with the moduli
space of solutions to Hitchin’s self-duality equations.
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Theories of class S

This chapter is dedicated to the Theories of Class S, a certain class of four-dimensio-
nal quantum field theories with N = 2 supersymmetry that has first been described
by Gaiotto, Moore and Neitzke [GMN13c]. The characteristic feature of these theories
is that the fiber bundle M → B can be identified with the Hitchin integrable system
which gives rise to very nice geometry. To see this, one must first understand that
every theory of class S arises as the compactification (and some partial topological
twisting) of a very mysterious superconformal six-dimensional theory which we call
theory X and introduce in section 4.1. After introducing an enhancement of QFTs by
allowing for defects insection 4.2, we will be able to describe how the compactification
of the six dimensional theory over a punctured Riemann C surface yields the theory
of class S in section 4.3. The further compactification over a circle defines a three-
dimensional σ-model with target space the Hyperkähler manifold M. This manifold
can be characterized as the moduli space of solutions of Hitchins equations (4.4.1) by
reversing the order of compactification: The compactification of the six dimensional
theory over the circle yields a five-dimensional Super Yang-Mills theory and further
compactification over C yields the same three-dimensional theory. It is known from
physics thatM describes certain BPS configurations of the five-dimensional theory and
these equations are simply Hitchins equations. After describing this insight and its first
implications in section 4.4, we explain in section 4.5 what the lift of BPS states to the
six-dimensional theory is. As it turns out, they are captured by a certain network of
curves on the Riemann surface C called a (finite) string web. We will be able to apply
this directly in the A1 case in section 4.6 where the string web is "dual" to a certain
decorated triangulation of C and one can hence obtain the Darboux coordinates Xγ from
Fock-Goncharov coordinates. In this picture, jumps at the walls where BPS particles sit
correspond to certain morphisms of the triangulation which gives another interpretation
of the KSWCF.

4.1 The Theory X

In this section we will describe a class of six-dimensional superconformal theories (SCFTs)
Xg with N = (2, 0) supersymmetry that are labelled by the choice of a simple, simply
laced Lie algebra g.1 The classification of superconformal algebras (see table B.2) pro-
vides the existence of superconformal algebras of type N = (k, 0) in six dimensions,

1More precisely, it is pointed out in [Moo12] that one should demand:
1. A reductive real Lie algebra g = z + g′ with centre z and compact semi-simple part g′ = [g, g];
2. A non-degenerate Ad-invariant bilinear form B normalized to make all roots be of length 2;
3. A certain lattice Π = Γ + Γ′ with Γ ⊂ z and Γ′ ⊂ g′ .

35
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and similar to the four-dimensional case one would need to include gravity for a the-
ory with k > 2. Hence, N = (2, 0) is the maximal amount of supersymmetry for a
six-dimensional superconformal theory. That being said, it is a different task to find an
SCFT that realizes this maximal amount of supersymmetry. Indeed, this has proven to
be a very elaborate task and it is an active area of research to define these theories in
more detail. We will hence only collect some ideas on this topic in this section and want
to emphasize that we will not only be lacking mathematical rigour but also be leaving
the ground of what can be considered settled, well-understood physics. The difficulty
in understanding these theories is reflected in the name "Theory X".

The main issue with the theories Xg is that there is no known description in form
of an action functional. Hence, any information that is available so far is obtained by
indirect means that include the study of dualities, representations of the superconformal
algebra and different compactification limits. In fact it is believed that certain compacti-
fications to lower dimensions encode interesting mathematical dualities by changing the
order of compactification. Examples include the Geometric Langlands Correspondence
[KW07] and the AGT correspondence [AGT10]. We will make use of a construction
like that later in this chapter, first we want to explain how to construct these theories
starting from M-theory, an 11-dimensional hypothetical quantum theory M that has the
following properties:

1. M is not a superconformal theory but enjoys an iso(1, 10|32) Super-Poincaré sym-
metry;

2. The characteristic length scale of M is the 11-dimensional Planck length `m;

3. M contains two types of branes: M2-branes and M5-branes, i.e. maps φ : S → T
between a space-time manifold S of 3 resp. 6 dimensions and a target space ma-
nifold T of 11 dimensions. φ(S) is also called the world volume. Generally, these
manifolds come endowed with various additional structures such as gauge bundles,
tensor fields or a supermanifold extension;

Hence the world volume of a single M5-brane determines a six-dimensional theory and
so does more generally a stack of K M5-branes2. The physical insight is that this theory
contains 16 supercharges and loses the dimensionful parameter (i.e. the characteristic
length) and is hence (2, 0) superconformal with an R-symmetry group that contains
Spin(5) (for the action on the transverse directions). In fact it is believed to be the
theory Xg attached to the Lie algebra g = u(K) which is the case we are interested in
in this thesis.

We finish this section by recalling some properties that are crucial for our further
understanding. These can be found in more detail and with some explanation to their
origins in [Moo12] where they are part of an attempt to axiomatize these theories:

1. Compactification on S1 yields five-dimensional supersymmetric Yang-Mills theory
(SYM) with compact gauge group Gadj.

2. For simple g the moduli space of vacua on M1,5 takes the form(
R5 × t

)
/W

with t ⊂ g a Cartan subalgebra and W the Weyl group.
2The notion of "stack" here should not be confused with the mathematical notion of a stack as in an

algebraic stack or a differentiable stacks. We merely mean a collection of K parallel M5 branes.
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3. The theory carries surface defects S~n(X2,R) which are labelled by

• the choice of a smooth oriented 2-manifold X2 smoothly embedded in the
6-manifold X6 that the theory is evaluated on,3

• a representation R of g and
• a map ~n : X2 → R5 into the fundamental representation of the Spin(5) R-
symmetry group.

There are certain restrictions on the data that determine (among other things)
the amount of supersymmetry preserved.

4. There are also defects of codimension two present, labelled by conjugacy classes of
Lie algebra homomorphisms ρ : sl(2,C)→ gC, monomorphisms so(2) ↪→ so(5) and
a choice of mass deformation m ∈ tC ⊂ gC. In particular, these defects preserve a
superconformal symmetry isomorphic to su(2, 2|2) ⊂ osp(6, 2|4).

Clearly, the last two points demand some clarification on the concept of a defect. We
will dwell on this point in the next section. Let us first remark that in order to under-
stand the theories Xg better, one would also need to understand different approaches
of construction (see [Moo12] for several recent developments) of which two noteworthy
are:

• Via the AdS/CFT correspondence the theories Xg for g = AK or DK are supposed
to be described by their dual description of M-theory on the space AdS7 × S4

resp. AdS7 × RP4 at least for sufficiently large K. This sheds particular light
on the operator spectrum and the superconformal index of the 6d theory. The
foundations of this correspondence go back to Maldacena ([Mal98b],[Mal98a]), a
more modern and mathematical approach is in [FSS14] where tools such as non-
abelian differential cohomology and higher stacks are brought to use.

• Witten describes a construction from the 10-dimensional type IIB string the-
ory [Wit96]. Essentially one is compactifying over a K3 surface, however in the
process the K3 manifold develops an ADE singularity which is claimed to be com-
pensated by strong interaction effects, giving rise to a six-dimensional theory of
the desired type.

4.2 QFTs with defects
We will describe defects in the setting that emphasizes the extended structure of QFTs
as described in 2.2 and neglect the dependence on a geometrical structure. We will
merely demand that the manifolds are enhanced with a notion of distance, e.g. by the
conformal class of a metric.

Firstly, what does it mean for a smooth manifold or a cobordism to have a defect? A
defect is nothing but an embedded submanifold of positive codimension, hence defects
themselves can contain defects. Take as an example the manifolds

Mk := {0}n−k × Rk (4.2.1)

with the obvious embeddings Mk ↪→Mk+1. This way Mi is a defect for Mj for any pair
i < j. A second example is the boundary ∂M of a manifold with boundary M . More

3X2 is very consequently denoted by Σ in the standard literature but we will reserve Σ for the
Seiberg-Witten curve of our four-dimensional theory, that is the spectral curve defined in (4.4.2).
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generally, we allow for manifolds with singularities and henceforth call these singularities
defects.

More interesting is what it means to have an n-dimensional TQFT with defects.
Loosely speaking one absorbs the defects into the definition of the bordism category by
allowing for manifolds and bordisms with defects and certain extra data and making the
functor dependent on this input. In the example of a codimension one defect, one speaks
of a domain wall. It allows for two different theories on each side of the wall and the
extra data attached to the defect is in this case a prescription on how to "connect" the
two theories. In the particular case where the theory on one side is trivial, this reduces
to boundary conditions for the non-trivial theory.

A physical insight claims that a k-dimensional defect should be an object in a k-
category [Kap10]. Let us repeat the important argument: Consider for simplicity the
theory on Rn with the k-defect given by D = Mk. The complement Rn\D is diffeo-
morphic to Rk × Sn−k−1 × R>0 through "polar coordinates". Regularization demands
to replace the defect by a boundary condition on the boundary of a suitable tubular
neighbourhood Dε := Rk×Sn−k−1×(0, ε) for an ε > 0. Compactification over the factor
Sn−k−1 yields a (k + 1)-dimensional TQFT. More importantly, there is a k-category Cε
given by evaluation of the bulk TQFT on ∂Dε and the defect is associated with the limit
ε→ 0 of these k-categories.

Another important example in this spirit is that of 0-defects which are called local
operators in physics. This gives an interpretation of the operator-state correspondence
which states that the local operators at a point are in 1:1 correspondence with the
elements of the vector space associated to the linking sphere Sn−1, i.e. the space of states.
Similarly, one-dimensional defects are called line defects and contain such examples as
Wilson line operators which are given by the holonomy around a closed curve (see 3.5.1)
and two-dimensional defects are called surface defects. Let us finish this section with
three remarks:

Remark 4.2.1. As we have stated above, defects can themselves contain defects. As
an example, consider an n-dimensional fully extended TQFT Z and the manifolds Mk

from (4.2.1). Furthermore, let

M±k := {0}n−k × Rk−1 × R± ⊂Mk

be the two components of Mk on either side of the defect Mk−1. As we have just
explained, Mn−1 can be considered as an object in an (n− 1)-theory and so can M±n−1.
Now Mn−2 is a codimension one defect inside Mn−1, hence an object of an (n − 2)-
category. This is in accordance with two interpretations simultaneously:

• Mn−2 is an (n − 2)-defect in the bulk n-dimensional theory and should hence be
an object of an (n− 2)-category by the argumentation above;

• Mn−2 also provides a morphism between two objects of the same (n−1)-category,
namely the objects corresponding toM±n−1. Since the morphism space of an (n−1)-
category is per definition an (n − 2)-category, Mn−2 should be associated to an
object in the latter.

Hence a codimension two defect may be interpreted as a domain wall between domain
walls. Going on in this matter, these themselves can carry the defects Mn−3 which are
morphisms in the (n− 2)-category and so forth.
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Remark 4.2.2. The definition of TQFTs with defects changes the corresponding Cobor-
dism Hypothesis dramatically. Recall that theorem 2.2.17 states that the plain (∞, n)-
category of cobordisms4 is a symmetric monoidal (∞, n)-category that is freely genera-
ted by a single object, namely the 0-morphism represented by a point. Lurie [Lur09,
§ 4.3] has proposed a formalization of the notion of defects in the purely topologi-
cal setting together with an altered version of the Cobordism Hypothesis for this case
which states that every included k-defect adds a k-morphism generator to the bordism
(∞, n)-category.

Remark 4.2.3. The origin of the defects (or at least a certain subclass of them) in the
theories Xg can be described very visually in the setting where the theory describes the
world volume theory of K coincident M5-branes:

• The codimension two defects arise when another M5 brane is added to the con-
figuration that intersects the stack of K M5-branes transversely in codimension
two while preserving supersymmetry. Hence the single M5-brane fills a 2-plane in
the R5 transverse to the stack of M5-branes, and the Grassmannian parametrizes
the monomorphism so(2) ↪→ so(5).

• Similarly, surface defects can arise by intersection with M5-branes in two-dimen-
sional subspaces. In a different spirit, the dimension two defects can origin from
enhancing the stack of M5-branes by M2-branes, the other type of branes present in
M-theory. The idea is that an M2-brane can stretch between two neighbouring M5-
branes, ending on a subsurface of each M5-brane and extending in one transverse
direction.

4.3 Compactify to 4d: Theories of class S
In this section we want to introduce a special class of four-dimensional field theories with
N = 2 supersymmetry, called the theories of class S. We denote them by S(g, C,D)
where

• g is a simple simply laced Lie algebra, we will restrict our attention to the case
AK−1 = su(K);

• C is a Riemann surface with a finite number of punctures s1, . . . , sn (we will always
assume n ≥ 1);

• Each puncture sk should be realised as a codimension two defect of the six-
dimensional theory Xg, hence we have to add the "data" Dk = D(ρk, [V ],m(k))
to it that is labelled by a choice of representation ρk : sl(2,C) → gC, a choice
of 2-plane inside R5: [V ] ∈ Gr2(R5), and an element m(k) ∈ tC of the Cartan
subalgebra of gC.

Loosely speaking, we obtain the four-dimensional theory S(g, C,D) by compactifying
the six-dimensional theory Xg over the surface C together with its defects:

S(g, C,D) := Xg//(C,D). (4.3.1)

In this spirit the defects D should be thought of as providing boundary conditions at
the punctures, which is necessary since C is not compact.

4By which we just mean that there are no defects/singularities included.
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Remark 4.3.1. There is a difficulty arising by pure compactification that we have not
discussed yet, namely the preservation of supersymmetry. Recall that to global sym-
metries G (such as supersymmetry, Poincaré symmetry and R-symmetry) one needs to
choose a bundle with connection (PG,∇G) such that the fields and operators are sec-
tions of associated bundles of PG in certain representations. The symmetries preserved
under a compactification are associated to covariantly constant quantities. However,
there are generally no covariantly constant spinors in the associated spinor bundle to
C. Witten ([Wit88],[Wit91]) introduced a procedure called partial topological twisting
that circumvents this problem. We will not explain the general mechanics but describe
briefly what it means for the situation at hand following [Moo12].

Recall that the super Lie algebra of the six-dimensional theory iso(5, 1) ⊕ so(5)R
is the sum of the six-dimensional Poincaré algebra and the R-symmetry algebra. As
explained in section 2.4 the metric must split and hence so must the structure algebra:

so(2)st ⊕ iso(3, 1) ↪→ iso(5, 1)

where the broken translations on C are not included anymore. Upon choosing a monomor-
phism

so(2)R ⊕ so(3)R ↪→ so(5)R
and a principal Spin(2)-bundle PR → C together with the Levi-Civita spin connection
∇R on C, one can reduce the structure algebra of the Pspin(C) × PR to the diagonal
subalgebra so(2)D ↪→ so(2)st ⊕ so(2)R. The super Lie algebra of symmetries of the
resulting four-dimensional theory has thus even part

g0 = iso(3, 1)⊕ so(2)D ⊕ so(3)R =: iso(3, 1)⊕ gR,

and is hence realized as a sum of four-dimensional Poincaré algebra and an R-symmetry
algebra as expected. There are covariantly constant spinors under this reduced Lie alge-
bra and there is an N = 2 supersymmetry generated by the preserved supersymmetries
of the descending six-dimensional generators.

Hence all the considerations from chapter 3 apply to the theories of class S, in
particular we recall that:

• The Coulomb branch is a Special Kähler manifold B of real dimension 2r (where
r is the rank of g);

• There is a fibre bundleM→ B with generic fibre a 2r-torus (where r is the rank
of g) which is singular over a codimension one locus Bsing ⊂ B;

• The manifoldM is Hyperkähler and is the Coulomb branch of the effective theory
obtained by compactifying the four-dimensional theory on a circle;

• The projectionM→ B is holomorphic in two distinguished complex structures I
and −I of M. We always define the CP1 worth of complex structures of M in
such a way that the point 0 corresponds to I (and hence ∞ corresponds to −I).

In the next section we will see that in the particular case of the theories of class S, the
fibrationM→ B can be identified with the Hitchin integrable system which will yield
a rich geometrical structure.
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4.4 Connection to the Hitchin integrable system
There are two key insights from physics leading to the connection to the Hitchin inte-
grable system:

1. The order of compactification from six to three dimensions is irrelevant for the
resulting effective theory. Hence the Coulomb branchM of the three-dimensional
theory can equivalently be obtained by compactifying from six dimensions first
to five dimensions and then to three dimensions (with an appropriate topological
twist). The reason both limits should agree is argued in [GMN13c] to be that the
topological twisting preserves only quantities that are insensitive to the conformal
scale of the surface C, hence there can not arise any relative length scales between
C and S1.

2. By the axioms of the theory X the effective five-dimensional theory is a super
Yang-Mills theory (SYM) with gauge group SU(K). It is argued in [GMN13c]
that a certain combination of the adjoint scalars of the five-dimensional theory
combine into a (1, 0)-form ϕ on C in the twisted theory. More concretely, there is
a principal SU(K)-bundle P → C with unitary connection ∇, written locally as
∇ = d + A with gauge field A = Azdz + Az̄dz̄ cotangent to C, together with a
"Higgs field" ϕ ∈ Γ (C;KC ⊗ adP ). In terms of this gauge field A and the adjoint
scalar field ϕ the BPS equations take the form

FA +R2[ϕ, ϕ̄] = 0,
∂̄Aϕ := dz̄ (∂z̄ϕ+ [Az̄, ϕ]) = 0,
∂Aϕ̄ := dz (∂zϕ̄+ [Az, ϕ̄]) = 0.

(4.4.1)

These equations are the well-known Hitchin equations, the moduli space of its
solutions is called the Hitchin space. The physical insight is that the moduli
space M of the three-dimensional theory is the space of 3d-Poincaré-invariant
BPS configurations of the five-dimensional theory which can hence be identified
with the Hitchin space [GMN13c].

Next, define the spectral curve for u ∈ B

Σu :=
{
λ ∈ T ∗C : det (λ− ϕu) = 0

}
⊂ T ∗C (4.4.2)

with the determinant taken in the fundamental representation of su(K). Note that for
convenience we will often omit the basepoint u ∈ B in our notation. The equation can
be spelled out to give

λK + λK−1φ1 + · · ·+ λφK−1 + φK = 0, (4.4.3)

where the φi are holomorphic i-differentials on C (i.e. sections of K⊗iC where KC is the
canonical line bundle on C) with singularities at the puncture sj prescribed by the defect
Dj . In the easiest case of simple poles with regular semisimple residue φi has a pole of
order i at each singularity with leading term in local coordinates near sj

φi ∼
ei(m(j))
zi

(dz)i + . . . (4.4.4)

where ei denotes the elementary symmetric function. Note that the subleading behaviour
depends on the choice of base point u ∈ B. More general singularities are covered



42 Chapter 4. Theories of class S

systemetically in sections 3 and 4 of [GMN13c]. In any case, B is parametrized by the
differentials (φ1, . . . , φK) and since these have prescribed behaviour at the singular points
and are holomorphic elsewhere, the space B is a torsor (i.e. a principal homogeneous
space) for the vector space

K⊕
j=1

H0
(
C;K⊗j

C
⊗O (−Σn

k=1(j − 1)sk)
)

with C the compact Riemann surface obtained by filling in the punctures of C. This
sheds light on the fibre bundle M → B in the following way: We know from physics
that B is parametrized by the Casimirs of ϕ ([GMN13c]) which we have just seen to be
polynomials in tr(ϕk), hence the fibration takes the form

(A,ϕ)→ {Casimirs of ϕ} .

This map is known as the Hitchin fibration with generic fiber an abelian variety known
as the Prym variety of the projection Σ̄u → C. In this way Σ → C is identified
as a branched K:1-covering and Σ inherits a canonical 1-form λ by restriction of the
Liouville 1-form of T ∗C. In physics, Σ is known as the Seiberg-Witten curve and λ is
the corresponding Seiberg-Witten differential. For generic u ∈ B the branch points of
Σu → C are all simple but on the special sublocus Bsing two different branch points
collide corresponding to the fact that (4.4.3) has multiple roots.

The spectral curve allows for neat geometric interpretations of many aspects of the
theory that we have covered in chapter 3. For example, the local system of charge
lattices over the four-dimensional Coulomb branch B can be interpreted as follows: The
cover π : Σu → C gives rise to a lattice

Γu := ker(π∗) ⊂ H1,cpct(Σu,Z) (4.4.5)

that glues to a local system of lattices Γ on B∗ := B\Bsing. Note that we take com-
pact homology since neither C nor Σ are compact with the punctures removed. The
symplectic form 〈·, ·〉 is then given by the intersection pairing of compactly supported
1-cycles. The pairing generally has a radical Γf (called flavour charges) represented by
loops around the punctures and Γ is an extension of the local system of gauge charges
Γg by Γf:

0→ Γf → Γ→ Γg → 0. (4.4.6)

In this spirit, the fibre Γg,u of gauge charges is simply Γg,u = H1(Σ̄u,Z). The central
charge function Z(u) ∈ Hom(Γu,C) can be reinterpreted as

Zγ(u) = 1
π

∮
γ
λ. (4.4.7)

Before we will give the interpretation of BPS states in this picture in the next section,
we want to point out an important difference between the lattices Γg and Γf , namely
that while Γf is fibered trivially over B∗, the gauge charges of Γg generally pick up a
monodromy under parallel transport along a non-trivial loop in B∗. In particular, the
above splitting of Γ is not globally well-defined and around a non-trivial loop in B∗ the
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charge γ = γg + γf is subject to monodromies

γg 7→ γg +M(γg), M ∈ Aut(Γg),
γf 7→ γf +N(γg), N ∈ Hom(Γg,Γf ).

(4.4.8)

The symplectic pairing 〈·, ·〉 is monodromy invariant and the restriction of the globally
defined section Z ∈ Hom(Γ,C) (the central charge) to Γf is constant on B∗, i.e. there is
some m ∈ Γ∗f ⊗Z C which is independent of u ∈ B∗ such that Zγf = m · γf .

4.5 String webs: The geometry of BPS states
In this section we are interested in the BPS particles of the 4d theory. These descend
from higher-dimensional BPS states in six dimensions, namely from BPS strings. How
do these arise? Recall that there are two types of branes in M-theory: M5-branes and
M2-branes. We have stated that the six-dimensional theory of type AK−1 arises as the
low energy theory of K parallel M5-branes in the absence of gravity (i.e. in the limit
where gravity decouples). Now we have considered the special case where the space time
is of the form C × R3,1 such that the M5-branes wrap around the surface C. In this
picture, the lifts to the K-fold cover Σ correspond to the K different branes.

Next, we add M2 branes with boundary on two parallel M5-branes i and j. These
intersections are necessarily two-dimensional and we take them to be the product of a
1-manifold (a string) in C and a 1-manifold on R1,3. Moving to the cover Σ → C, the
former string ascends to a pair of strings, one on each the i-th and the j-th sheet of the
cover. We will explain this following [GMN13b].

Having an oriented segment of a string of this type passing through a point z0 ∈ C
we pick two solutions λ(i), λ(j) (i 6= j) of equation (4.4.2) which lie on the i-th resp.
j-th sheet of the lift of a neighbourhood of z0 ∈ C to Σ (we will keep the basepoint
u ∈ B fixed). The choice of these sheets is very important in what follows and we will
henceforth call such a string an ij-string, while the reversal of the orientation of the
string yields a ji-string. In analogy to (4.4.7) the central charge of an ij-string σ is
given by the integral

Zσ(u) = 1
π

∫
σ
(λ(i) − λ(j)). (4.5.1)

Similarly one can define its mass by

Mσ(u) = 1
π

∫
σ
|λ(i) − λ(j)|. (4.5.2)

We call such a string BPS if it satisfies the BPS equation |Z| = M which we see holds if
the 1-form λ(i)−λ(j) has constant phase along σ. What does that mean? By introducing
a local coordinate

wij(z) :=
∫ z

z0
(λ(i) − λ(j)) (4.5.3)

in an open neighbourhood of z0 ∈ C we can define an ij-trajectory of phase ϑ to be a
line along which

Im(e−iϑwij) = 0. (4.5.4)

This gives a local foliation of the surface by straight lines in the wij-plane. The ij-
trajectories come equipped with a natural orientation by pointing in the direction where
Re(e−iϑwij) increases. As for the ij-strings, reversal of orientations means exchanging
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i and j which gives a ji-trajectory. In any case, a BPS string of phase ϑ is an ij-string
stretched along an ij-trajectory of phase ϑ.

What happens as we follow along the string? It can end in two different ways: Either
on an (ij) branch point where λ(i) − λ(j) = 0 and the i-th and j-th sheet of the cover
collide, or in a junction. A 3-point junction is where an ij-, a jk- and a ki-string meet
and consequently

(λ(i) − λ(j)) + (λ(j) − λ(k)) + (λ(k) − λ(i)) = 0.

The combined web of these strings is BPS if all the strings involved are BPS of the same
phase ϑ. We are interested in finite webs:

Definition 4.5.1. A finite string web on a punctured Riemann surface C is a connected
graph whose segments consist of BPS strings and whose vertices consist of junctions such
that the end points of the graph lie on the branch points.

Now take an ij-string stretched along an oriented path p on C, there is a canonical
lift pΣ to Σ as the union of the lift p(i) to the i-th sheet and the lift −p(j) to the j-th
sheet with reversed orientation. Doing that for all strings in a finite web N and joining
the lifts yields a 1-cycle NΣ on Σ with homology class [NΣ] ∈ H1(Σ;Z) which is the
charge of the BPS state. The central charge of a finite string web N is just the sum of
the central charges of the strings which depends only on the homology class γ := [NΣ]
and is hence given by

Zγ = 1
π

∮
γ
λ

in accordance with (4.4.7). As we have seen the string webs encode BPS states of the
four-dimensional theory with N = 2 charge Zγ which hence have BPS degeneracies
Ω(u, γ) that are expected to satisfy the KSWCF (3.3.17). However, string webs are a
non-generic case: for generic value of ϑ there is no string web. To shed some light on
this, let us describe the foliation of C by straight lines in the w := wij-plane which
we will henceforth call WKB foliation resp. WKB curves. Due to the definition of w
in (4.5.3) we need to study the behaviour of the differential λ near singularities sk. In
accordance with (4.4.4) a regular singularity would admit a pole of the form

λi = m
(k)
i

dz
z

+ reg (4.5.5)

in a local coordinate with z = 0 at sj . The differentials are locally of the form λi =
fi(z)dz. Fix a parametrization of the WKB curve (which we call a WKB path), then
the differentials must satisfy

(fi(z(t))− fj(z(t)))
dz
dt = eiϑ. (4.5.6)

Therefore, the WKB path must asymptote to

z(t) = z0exp

 eiϑt

m
(k)
i −m

(k)
j

 (4.5.7)

which parametrizes a spiral for generic values of ϑ and masses m(k)
i ,−m(k)

j . Notice that
this induces a natural ordering of the sheets of the cover Σ → C in a neighbourhood
of the singularity sk by demanding that i < j when the WKB path spirals into the
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singularity. In particular, the area around the singularity serves as a basin of attraction
that captures all the trajectories. The behaviour of the WKB paths is very different
around irregular singularities, i.e. singularities sk around which the differential has a
higher pole

λ ∼ dz
zr

+ . . . (4.5.8)

with r > 1. We will not dwell on making this more precise here. Instead, we are
interested in the behaviour near an (ij)-branch point b. For generic u ∈ B∗ it is a simple
branch point, i.e. a simple zero of the discriminant

∏
a<b(λa − λb)2, hence allowing to

write in a local coordinate z

λi = (c+
√
z + . . . )dz, λi = (c−

√
z + . . . )dz (4.5.9)

with some constant c. The local coordinate wij must therefore asymptote to

wij(z(t)) =
∫ z(t)

b
(λi − λj) ∼

4
3z(t)

3/2 != eiϑt. (4.5.10)

This can be explicitly solved to

z(τ) = τe2iϑ/3 (4.5.11)

with τ = t2/3. Thus any simple branch point is the origin of exactly three trajectories.
This is the key insight that allows for a duality to certain triangulations on C in the case
g = su(2) which we will explain in the next section. First, we want to quickly explain
the global behaviour of WKB curves.

Definition 4.5.2. A WKB curve is called

• finite if it is closed or if it has both ends on a branch point or a three point junction;

• generic if both ends asymptote to a singular point (and possibly to the same one);

• separating if one end asymptotes to a singular point while the other end is on a
branch point;

• divergent if it is not closed and if at least one of the ends does not approach any
limit.

Let us quickly explain the origin of this nomenclature. The end of a WKB curve
should generically asymptote to a singular point due the neighbourhood of such a point
acting as a basin of attraction. On the other hand, a WKB curve for which one end
asymptotes to a singular point cannot have finite length, hence a finite WKB curve is
one which has finite total length. The separating WKB paths span borders between
generic WKB paths of different homotopy type because generic WKB paths come in
1-parameter families of homotopy equivalent curves.

We will restrict our attention to the case g = su(2) in the next section where the
functions Xγ can be derived from Fock-Goncharov coordinates onM associated to cer-
tain triangulations of C. As we will see there is a canonical triangulation TWKB(ϑ, λ2)
which is determined by the choice of the quadratic differential λ2 and a phase ϑ.
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4.6 The sl(2,C) case
In the case of g = su(2) the situation simplifies tremendously because now there are
only two sheets in the covering Σ → C and correspondingly there cannot be any 3-
string junctions. Hence there are only two possible topologies for finite strings (because
they are always connected by definition), namely

1. A closed loop which represents a vectormultiplet and should hence contribute a
BPS index Ω(u, γ) = 1;

2. A saddle connection is given by a straight line in the w-plane that connects two
branch points on C. Upon the lift to the cover Σ this becomes a 1-cycle that
consists of two strings connecting the two branch points, one on each sheet and of
opposite orientation. This corresponds to a hypermultiplet in the 4d theory and
should hence have BPS index Ω(u, γ) = −2.

In the absence of finite WKB curves it was shown in [GMN13c] that any WKB curve is
either generic or separating (recall that we always assume that there is at least one sin-
gular point). It is well-known [Str84] that the generic WKB curves come in 1-parameter
families sweeping out cells that are bounded by unions of separating WKB curves. Be-
cause there are no finite WKB curves, each boundary component can contain only one
branch point, hence there are two possible topologies for a cell determined by whether
those two branch points are distinct or if they are the same. Upon fixing λ2 and ϑ one
obtains a canonical triangulation of C in the following way: Choose one generic WKB
path in every cell, this determines a decomposition of C into faces such that every face
contains one branch point. As we have seen around (4.5.11) every branch point emits
exactly three trajectories whose other ends are at corners of the face. Hence all the faces
must be triangles (possibly degenerate) which determines the triangulation of C. The
topology of this type does not depend on the choice of the representative of generic WKB
path in every 1-parameter family, thus by "canonical triangulation" we really mean a
triangulation of canonical topological type and we will henceforth mean isotopy classes
of triangulations when we speak of triangulations. So far we have defined an ideal tri-
angulation TWKB(ϑ, λ2) on C whose vertices are the singular points sk.5 Next we need
to choose a certain decoration of this triangulation which is done as follows.

Define a connection on C via

A = Aζ := R

ζ
ϕ+A+Rζϕ̄ (4.6.1)

with A the gauge field and ϕ the Higgs field. The Hitchin equations (4.4.1) are
equivalent to saying that A is flat for all choices of ζ ∈ C×. In the case of regular
singularities the decoration corresponds to picking one of the two eigenlines of the mo-
nodromy around each of the singular points si which is equivalent to picking a flat
section si (up to a constant scale) satisfying (d + A)si = 0 for each singular point.
This decoration allows for the definition of coordinates X TE labelled by the triangulation
T = TWKB(ϑ, λ2) and an edge E ⊂ T due to the work of Fock and Goncharov [FG06]
in the following way: E is edge of two triangles which together form a quadrilateral
QE (we omit the degenerate case where some of the vertices collide). The vertices
of the quadrilateral are singular points si that we label counter-clockwise to be points
P1, . . . ,P4 such that P1 and P3 are the vertices at the ends of E. Note that this labelling

5Since λ2 depends on the choice of a base point u ∈ B, we frequently denote the triangulation by
TWKB(ϑ, u) if we want to put emphasis on the base point.
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is only well-defined up to a simultaneous exchange P1 ↔ P3 and P2 ↔ P4 which will not
effect the coordinate X TE . The decoration of TWKB(ϑ, λ2) gives flat sections s1, . . . , s4 at
P1, . . . ,P4, respectively, that allow the definition

X TE := −(s1 ∧ s2)(s3 ∧ s4)
(s4 ∧ s1)(s2 ∧ s3) (4.6.2)

with all si evaluated at the same point P ∈ QE . Note that the ambiguity of the si by
rescaling cancel out in the quotient and that the choice of P is unambiguous due to the
flat connection A taking values in sl(2,C).

Next we want to explain how these induce Darboux coordinates XRH
γ labelled by a

choice of γ ∈ Γ. Start by fixing an edge E of the triangulation of C, the corresponding
quadrilateral QE consists of two triangles with exactly one branch point in the interior of
each. We will only explain what happens when those are distinct branch points, for the
degenerate case one needs to pass to a certain covering surface where the degeneration
is resolved and one can apply a similar technique that we explain for the non-degenerate
case. Upon choosing the edge E one can draw a loop inside QE around the two branch
points which we may lift to a connected loop on the cover Σ which in turn defines a
homology class γϑE ∈ H1(Σ;Z).

This is well-defined modulo two choices: the choice of an orientation for the lifted
loop and the choice of a sheet of the cover to which the loop is lifted. Each of those
choices enters the homology class through an overall sign. This is clear for the choice
of an orientation and can be seen for the two lifts to the different covers by the action
of deck transformations. One fixes this ambiguity by first choosing the orientation of
the lift Ê in such a way that the positively oriented tangent vector ∂t of Ê obeys
e−iϑλ · ∂t > 0. Ê defines a cycle in the relative homology H1(Σ, {sk};Z) which has
a well-defined intersection pairing 〈·, ·〉 with H1(Σ;Z). Finally, it is demanded that
〈γϑE , Ê〉 = 1 which is independent of the choice of a lift of the edge and hence fixes the
ambiguous sign.

This procedure yields well-defined vectors γϑE ∈ H1(Σ;Z). It is shown in [GMN13c]
that the entire lattice Γ̂ is in fact generated by the set {γϑE}E for fixed ϑ and E running
over all edges of the triangulation TWKB(ϑ, λ2). We can thus define functions X ϑ,uγ for
γ ∈ Γ̂, ϑ ∈ R/2πZ and u ∈ B by demanding

X ϑ,uγE
:= X TWKB(ϑ,u)

E for all edges E of TWKB(ϑ, u) and (4.6.3)

X ϑ,uγ1 X
ϑ,u
γ2 = X ϑ,uγ1+γ2 for all γ1, γ2 ∈ Γ̂. (4.6.4)

The second condition resembles (3.6.2) but the question remains how these functions
X ϑ,uγ relate to the functions X sf

γ and XRH
γ and in which way they satisfy the properties

in section 3.6. In order to explain this, we must first define the half-plane centred at the
ray eiϑR+ by

Hϑ :=
{
ζ ∈ C× : |arg(ζ)− ϑ| < π

2

}
. (4.6.5)

As before, fix an open set U ⊂ B over which Γ is trivializable together with a base point
u0 ∈ U and a quadratic refinement σ : Γ → {±1}. Then the X ϑ,u0

γ form a family of
C×-valued functions on π−1(U)×Hϑ satisfying the following properties (recall that π is
the bundle projection π :M→ B) as shown in [GMN13c]:

1. X ϑ,u0
γ (·; ζ) = X ϑ+π,u0

−γ (·;−1/ζ) (which resembles (3.6.3);



48 Chapter 4. Theories of class S

2. for fixed ζ ∈ Hϑ, X ϑγ (·; ζ) is holomorphic in the complex structure J (ζ) on M
(resembling the Cauchy-Riemann equations (3.6.4) onM);6

3. for fixed (u, θ) ∈ π−1(U) the assignment ζ 7→ X ϑγ (u, θ; ζ) is holomorphic for ζ ∈ Hϑ

(similar to property (D) in section 3.6);

4. the Poisson bracket associated to the symplectic structure (compare to (E) and
(F) in section 3.6) is given after rescaling by a factor of 4π2R by

{Xγ1 ,Xγ1} = 〈γ1, γ2〉Xγ1Xγ2 ; (4.6.6)

5. the following limit exists for ζ ∈ Hϑ:

lim
ζ→0
X ϑ,u0
γ (u0, θ; ζ) exp

(
−ζ−1πRZγ(u0)

)
(4.6.7)

and similarly for ζ → ∞ due to property 1, hence yielding condition (G) from
section 3.6;

6. in the large R limit, Xγ approach X sf
γ to exponentially small deviations, i.e.

Xγ = X sf
γ

(
1 +O(e−const.·R)

)
(4.6.8)

in regions bounded away from the singular points of B;

7. as a function of (ϑ, u0), X ϑ,u0
γ is piecewise constant with jumps at pairs (ϑ0, u0)

for which there exists a γBPS with argZγBPS(u0) = −ϑ and Ω(u0, γBPS) 6= 0.
More precisely, let KγBPS be holomorphic Poisson transformations acting on the
coordinates Xγ by

KγBPS(Xγ) := Xγ (1− σ(γBPS)XγBPS)〈γ,γBPS〉 (4.6.9)

and let their product for aligned charges be

Sϑ0,u0 :=
∏

γBPS: arg(ZγBPS (u0))=−ϑ0

KΩ(u0,γBPS)
γBPS . (4.6.10)

Note that as in (3.6.8) we do not need to order the product because the charges
are aligned by definition. The statement is that upon reaching the discontinuity
at (ϑ0, u0) the Darboux functions X ϑ,u0

γ jump according to

lim
ϑ→ϑ+

0

X ϑ,u0
γ = Sϑ0,u0

(
lim
ϑ→ϑ−0

X ϑ,u0
γ

)
. (4.6.11)

Hence we have explicitly given a construction for coordinates X ϑγ onM×Hϑ satisfying
the conditions (A)-(G) from section 3.6 modulo the detail that the parameter ζ is only
defined on the half-plane Hϑ rather than on C×. This is due to a Stokes phenomenon
which we will not explain here in detail but has no influence on the result that these
functions X ϑγ are holomorphic Darboux coordinates. Consequently, one is able to ex-
plicitly compute a Hyperkähler metric forM by the arguments of [GMN10]. However,

6We will frequently omit the superscripts of Xϑ,u0
γ and lighten the notation to Xϑγ or even Xγ if we

do not want to emphasize the dependence on u0 resp. (ϑ, u0), or if the statement holds for these in a
uniform way.
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the construction given is sensible at all values of R (though it is to my best knowledge
currently unknown if they remain pole-free for small R) and is hence preferable to the
coordinates XRH

γ obtained from a Riemann-Hilbert problem, at least for the theories of
class S. In fact, the latter are easily obtained from the X ϑγ by specializing ϑ = arg(ζ).

There is one last thing worth dwelling on, namely the interpretation of the wall-
crossing behaviour in terms of the WKB triangulations TWKB(ϑ, u). As explained in
some length in [GMN13c], upon changing ϑ the triangulation remains its topological
type around generic (ϑ, u) but changes its type when ϑ is the inclination of some BPS
ray lγ,u (defined in (3.3.15)). At those points, the decorated triangulation undergoes flips
(that is within one or more quadrilaterals the diagonal "flips" while the decoration stays
the same), pops (where the triangulation is invariant but the decoration is changed by
swapping the two eigenlines at a vertex) and juggles (these relate different limit triangu-
lations which we have not discussed because we skipped degenerate edges). It is known
for Fock-Goncharov coordinates and translates to the Darboux coordinates considered
here that these are acted on by Kontsevich-Soibelman symplectomorphisms KγBPS re-
lated to BPS states at which the triangulations transform. It was shown in [GMN13c]
that these symplectomorphisms exhibit the KS WCF with the correct BPS degeneracies
Ω given by (4.6.11). This sheds new light on the discussion in the previous section that
BPS states should be presented by finite WKB curves which in the A1 case are either
closed loops (vectormultiplets) or saddle connections (hypermultiplets).





Chapter 5

Spectral Networks

In this final chapter we aim to explain how WKB curves behave for su(K)-theories of
class S and K ≥ 3. The key new ingredient comes from physics and has been touched
in our discussion of the theory X: There are surface defects associated to a 2-manifold
inside the six-dimensional theory (and some other data). Putting the 2-manifold at a
fixed linear subspace of Minkowski space, the surface defects Sz come canonically with
the choice of a point z ∈ C. Varying this point along a path ℘ yields a supersymmetric
interface L℘,ϑ (the dependence on the phase ϑ is spelled out in section 5.2) which is
again a surface defect of the six-dimensional theory: It arises as the product of a path ℘
on C and a boundary between two 2-manifolds in Minkowski space, thus a line operator
in the four-dimensional theory. We hence obtain a family of two-dimensional theories
sitting inside the four-dimensional theory of class S which come naturally in a smooth
modulus C and with a family of line operators.

Here is the outline for this chapter: We begin in section 5.1 by reviewing the KSWCF
and explaining a similar phenomenon occuring in two-dimensional QFTs with N = (2, 2)
supersymmetry due to Cecotti and Vafa [CV93]. These wall-crossing formulas can be
combined into a 2d-4d WCF whose abstract statement we give following [GMN12]. We
start explaining the physical setting in which this appears in section 5.2 and will see
that it is naturally the extension of the theories of class S explored so far by adding
defects the way we have explained above. These enhanced theories naturally come with
additional indices µ and ω which should be thought of as counting distinguished states
in the two-dimensional theory resp. the coupled 2d-4d system.

We continue to describe the concepts of Formal Parallel Transport F (℘, ϑ), a function
depending on a path ℘ ⊂ C and the phase ϑ, as well as Spectral NetworksWϑ, a collection
of WKB curves on C, in section 5.3. Both of these are defined in terms of µ and ω. The
key statement is the Formal Parallel Transport Theorem (Theorem 5.3.5 below) that
explains that µ and ω are fixed by requiring certain properties F (℘, ϑ) and Wϑ. This
includes in particular a Wall-Crossing Formula which we will identify with the 2d-4d
WCF! To be more precise, we will see in section 5.4 that for generic ϑ these jumps
happen for the 2d indices µ and represent the birth (or death) of 2d solitons. Slowly
varying ϑ does not change the topology of the Spectral Networks but for certain critical
values ϑc the topology suddenly jumps. This usually happens when two walls meet
head-on, combining into a two-way street as pictured in figure 5.4. Section 5.5 aims at
explaining that the jumps in these cases represent a jump in the 4d theory and hence
the generation or annihilation of a 4d BPS state.
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5.1 2d-4d Wall-Crossing
In this section we want to describe a wall-crossing formula for so called 2d-4d systems.
Roughly speaking, these consist of both a two-dimensional and a four-dimensional the-
ory which impact each other and are somewhat "intertwined". We will describe them
in more detail in the following section. Their wall-crossing behaviour was introduced
in [GMN12] and can be made mathematically precise which is the aim of this section.
Since they combine features from wall-crossing formulas in four dimensions and in two
dimensions, we will start by quickly reviewing these (following [GMN12]).

Wall-crossing for 4d N = 2 theories
The KSWCF has already been described in section 3.3 so we will keep it brief. We fix
u ∈ B in this section and will suppress it in our notation. Starting point is the charge
lattice Γ (suppressing the subscript u) together with a bilinear antisymmetric pairing
〈·, ·〉 taking values in the integers, a linear central charge function Z : Γ→ C and a set
of BPS degeneracies Ω : Γ → Z. We are mainly interested in the functions Ω which
depend piecewise constantly on Z with jumps where the phases of two central charges
Zγ1 and Zγ2 become aligned.

This jump is captured by the wall-crossing formula which is handily described by
first introducing formal variables Xγ ∈ C× for γ ∈ Γ obeying

Xγ1Xγ2 = (−1)〈γ1,γ2〉Xγ1+γ2 . (5.1.1)

Note that this differs from (3.3.8) because we have absorbed the quadratic refine-
ment (3.3.12) into the definition for later convenience. These variables are acted on
by the K-factors

KΩ
γ1 : Xγ2 7→ (1−Xγ1)〈γ1,γ2〉Ω(γ1)Xγ2 (5.1.2)

where we have made two changes compared to (3.3.14): Firstly, we swapped the two
factors which will be absorbed by the opposite ordering of factors in the wall-crossing
formula. Secondly and more severely, we have absorbed the BPS degeneracy Ω(γ) into
the definition because the maps Kγ do not allow for a natural extension to the 2d-4d
case that we will describe below. A BPS ray is a ray

`γ = ZγR− ⊂ C (5.1.3)

which we assign to any charge γ with Ω(γ) 6= 0. Now choose an angular convex sector
^ ⊂ C with apex at the origin and define

A(^) :=
x∏

γ:`γ⊂^
KΩ
γ (5.1.4)

where the arrow above the product sign means that the ordering is to be taken in counter-
clockwise order of the rays. Then the KSWCF (Theorem 3.3.1) states that A(^) remains
invariant under variation of Z provided that no BPS ray crosses the boundary of ^.

Wall-crossing for 2d N = (2, 2) theories
A similar wall-crossing formula has been found by Cecotti and Vafa for two-dimensional
QFTs with N = (2, 2) supersymmetry [CV93]. The basic data entering are

• a finite set V (whose elements will label vacua in a (1+1)-dimensional QFT),
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• a central charge function Z : V → C and

• degeneracies µij ∈ Z labelled by pairs i 6= j ∈ V.

As in the 4d case, the degeneracies µij are piecewise constant as functions of Z that jump
when Z crosses a certain wall with the jumping behaviour expressed by the Cecotti-Vafa
Wall-Crossing Formula (CVWCF). These walls are called "walls of marginal stability"
and arise when three charges Zi, Zj , Zk become collinear as points of C.

We begin similarly to the 4d setting with the introduction of formal variables Xi

and Xij labelled by i, j ∈ V with a left-multiplication of the latter on the former given
by

XijXk := δjkXi. (5.1.5)

The CVWCF is expressed in terms of S-factors Sµij acting on the variables Xk via

Sµij : Xk 7→ (1− µijXij)Xk = Xk − δjkµijXi (5.1.6)

with the BPS rays `ij assigned to pairs (i, j) with µij 6= 0 given by

`ij := ZijR− ⊂ C (5.1.7)

where Zij := Zi − Zj . Choose a convex sector ^ ⊂ C as in the 4d case and define

A(^) :=
x∏

i,j:`ij⊂^
Sµij (5.1.8)

with order taken by increasing argument of the corresponding BPS rays. The CVWCF
states that A(^) is constant under variation of Z as long as no BPS ray crosses the
boundary of ^.

Wall-crossing for 2d-4d coupled systems
The 2d-4d WCF involves data from both the 2d and the 4d WCF put together in a
certain fashion. The starting point are again a finite set V and a lattice Γ together with
an integral bilinear antisymmetric pairing 〈·, ·〉. Additionally, we will need:

1. A certain charge "lattice" consisting of:

a) The charge lattice Γ that we already have. We denote elements by γ ∈ Γ.
b) A set of Γ-torsors Γi labeled by i ∈ V whose elements are denoted by γi ∈ Γi.

These are simultaneously left- and right- Γ-torsors and we impose γ + γi =
γi + γ.

c) Γ-torsors
Γij := Γi − Γj (5.1.9)

meaning that its elements are formal differences γij := γi − γj modulo the
identification (γi + γ) − (γj + γ) = γi − γj . This defines a Γ-torsor with
an operation Γij × Γj → Γi. We will denote this operation by ’+’, e.g.
γij + γj ∈ Γi, but warn that γj + γij remains undefined for i 6= j. There is
a canonical identification of Γii with Γ (modulo the notational subtlety that
an element γii is a difference γi − γ′i and hence generically non-vanishing).
Moreover, any element γij ∈ Γij defines a unique element (−γij) ∈ Γji by
demanding γij + (−γji) = 0 ∈ Γii = Γ giving rise to a (non-commutative)
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addition operation
Γij × Γjk → Γik (5.1.10)

which we will also denote by ’+’.
d) These data can be gathered in a single groupoid V in the following way: Let
Vo denote the pointed set consisting of the set V to which a formal pointed
element o is added, i.e. Vo := V ∪ {o}. We define Γo := Γ and Γio := Γi for
i ∈ Vo. The set of objects of V is given by Vo, i.e. for each i ∈ Vo there is
an object Vi ∈ V. Each morphism space Mor(Vi, Vj), i, j ∈ Vo, is a Γ-torsor
that is identified with Γij with composition defined by (5.1.10). The inverse
of a morphism γij ∈ Γij is the element (−γij) ∈ Γji (with the convention that
the inverse of an element γi ∈ Γio = Γi is given by −γi ∈ Γoi = −Γi). The
automorphisms Mor(Vi, Vi) form a group for each i ∈ Vo that is canonically
isomorphic to Γ which allows the identity morphism to be defined as the
neutral element of Γ.
Moreover, each γ ∈ Γ = Γoo can naturally be identified with a γii ∈ Γii (i ∈ V)
such that γ+γij = γii+γij and γji+γ = γji+γii. We will henceforth denote
any composable elements simply by γij , γjk (i, j, k ∈ Vo) to shorten notation
because the addition γij + γkl is defined only if one of the two elements lies
in Γ or if j = k.

2. A central charge function Z :
∐
i,j∈Vo Γij → C respecting the torsor structure. In

detail the following should hold

a) Z|Γ is a linear function Γ = Γoo → C.
b) Z is affine linear on the torsors Γi, i ∈ V, in the sense that Zγ+γi = Zγ +Zγi .
c) Z is defined on the torsors Γij , i, j ∈ V, by setting Zγij := Zγi − Zγj for

γij = γi − γj . This is independent of the choice of representatives γi, γj .
Hence we have

Zγij+γjk = Zγij + Zγjk (5.1.11)

for all i, j, k ∈ V0.

3. 4d degeneracies Ω : Γ→ Z and 2d degeneracies µ :
∐
i 6=j∈V Γij → Z .

4. Mixed degeneracies ω : Γ×
∐
i,j∈Vo Γij → Z obeying (for γ ∈ Γ):

a) For γ′ ∈ Γ:
ω(γ, γ′) = Ω(γ)〈γ, γ′〉. (5.1.12)

b) For i, j ∈ Vo:
ω(γ, γij + γjk) = ω(γ, γij) + ω(γ, γjk). (5.1.13)

c) A twisting function
σ :

∐
i,j,k∈Vo

Γij × Γjk → Z/2

subject to a cocycle condition for i, j, k, l ∈ Vo:

σ(γij , γjk)σ(γij + γjk, γkl) = σ(γij , γjk + γkl)σ(γjk, γkl). (5.1.14)

as well as a normalization σ(γ, γ′) = (−1)〈γ,γ′〉 for γ, γ′ ∈ Γoo = Γ.
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Having fixed the data, we continue by introducing formal variables Xγij (i, j ∈ Vo) with
a twisted multiplication

XγijXγjk = σ(γij , γjk)Xγij+γjk and (5.1.15)
XγijXγkl = 0 if γij + γkl is not defined. (5.1.16)

Notice that this is associative due to (5.1.14) and agrees with the 4d multiplication (5.1.1)
due to the normalization of σ. Next we define the BPS rays which will play the role of
the walls at which the jumps occur:

`γij := ZγijR− for i, j ∈ Vo. (5.1.17)

The walls lγ for γ ∈ Γ = Γoo and ω(γ, ·) 6= 0 are called BPS K-rays while the walls `γij
for i, j ∈ V and µγij 6= 0 are called BPS S-rays. The factors entering the WCF at jumps
along K-walls `γ are the K-factors

Kωγ : Xγij 7→ (1−Xγ)−ω(γ,γij)Xγij (5.1.18)

which reduces to (5.1.2) for i = j = o. The S-factors arising for jumps at S-walls `γij
(i, j 6= o) are maps

Sµγij : Xγkl 7→
(
1− µ(γij)Xγij

)
Xγkl

(
1 + µ(γij)Xγij

)
. (5.1.19)

These can be compared to the pure 2d action (5.1.6) by setting l = o or k = o which
yields

Sµγij :
{
Xγk 7→ Xγk − δjkµ(γij)σ(γij , γj)Xγij+γj ,

X−γl 7→ Xγl + δilµ(γij)σ(γ−i, γij)Xγ−i+γij .
(5.1.20)

Let us also define Kωγij = 1 for (i, j) 6= (o, o) and Sµγij = 1 for {i, j} ∩ {o} 6= ∅. Finally,
to an angular sector ^ ⊂ C we associate

A(^) :=
x∏

γij :`γij⊂^
KωγijS

µ
γij (5.1.21)

where the ordering is again in counter-clockwise direction. Then the 2d-4d-WCF states
that "A(^) is constant, as long as no BPS ray crosses the boundary of ^" ([GMN12]).

We will fill this abstract statement with life in the next section by describing alter-
ations to our previous considerations that give rise to the above mentioned structures.
Let us finish this section with an observation concerning the data involved for the study
of the WCF, namely the role of the γi ∈ Γi (let for this discussion always i, j ∈ V). It is
possible to study the wall-crossing behaviour of the quantities Ω(γ), ω(γ, γij) and µ(γij)
under variations of the Zγij without explicitly defining Zγi , ω(γ, γi) and Γi. This will
be the case of interest for us where it is impossible to unambiguously define the latter
three quantities while we will still be able to define Γij , Zγij , µ(γij),Ω(γ) and ω(γ, γij)
and to study their wall-crossing properties.

5.2 Surface operators and line operators
We want to start by explaining the modifications for string webs, this is work mostly
done in [GMN12]. The key ingredient is the canonical surface defect Sz associated to a
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point z ∈ C. We have encountered surface defects S~n(X2,R) in the description of the
six-dimensional theory X (see §4.1) and this is one way in which Sz can be viewed. More
precisely, it is located at

{(∗, 0, 0, ∗)} × {z} ⊂M1,3 × C, (5.2.1)

i.e. in the x3-t-plane of Minkowski space and at a fixed point of the surface C. Moreover,
R is the fundamental representation of su(2) and ~n can generally vary. A BPS soliton is
a BPS particle that is bound to the defect and interpolates between distinct vacua (that
is between different lifts to the cover Σ→ C). In terms of the geometrical interpretation
via string webs we now allow for a single string to end on the point z (recall that all
other strings of the web end at either a branch point or a singular point or a three-
point-junction). As before, the BPS condition requires us to look particularly at finite
such webs which will consequently be called finite open string webs.

Denote by N one such finite open string web and by NΣ the lift of N to Σ. The
latter has a boundary given by the lifts z(i) and z(j) of z to Σ where we assumed that
the string which ends on z is an ij-string. In case that string is oriented out of z, NΣ is
a 1-chain with boundary

∂NΣ = z(j) − z(i) (5.2.2)

and hence the charge [NΣ] is a relative homology class on Σ. The relative homology
classes obeying (5.2.2) form a set Γij(z, z) and we let Γ(z, z) := ∪i,jΓi,j(z, z) denote the
union of all these.

There is a two-dimensional QFT living on the surface defect Sz which preserves four
of the eight supersymmetries of the ambient four-dimensional theory, more precisely
the two dimensional theory enjoys N = (2, 2) supersymmetry ([Gai12]). From the two-
dimensional point of view, C is the parameter space of couplings for the 2d twisted
superpotential which each yield a finite set Vz (z ∈ C) of massive vacua. These vacua
more precisely determine a fibre bundle over the parameter space C (with fibre Vz),
hence producing a surface Σ which coincides with the spectral curve of the 4d theory.
A striking consequence is that different ways of obtaining the same four-dimensional
theory by twisted compactification from six dimensions can be reinterpreted as different
choices of the surface defects of the theories of class S ([Gai12]).

Next we will exploit one of the main strengths of defects, namely that they can
themselves contain defects of positive codimension. For the case at hand, it is possible
to have line defects that separate two different two-dimensional theories on the defect
(this is an example of a domain wall since it has codimension one), or more generally
supersymmetric interfaces that relate different surface defects Sz1 and Sz2 . Such an
interface will preserve only two of the remaining four supersymmetries, and which of
those is determined by a phase ζ = eiϑ and the homotopy type of a non-self-intersecting
path ℘(z1, z2) ⊂ C connecting the points z1 and z2.1 We will denote the supersymmetric
interfaces by L℘,ϑ and note that they have another very natural interpretation, namely
as the remnant of a surface defect of the six-dimensional theory X. More precisely, note
that the six-dimensional theory on M1,3×C can have three qualitatively different types
of surface defects:

1. The surface defect can live on the product (or more generally a fibre bundle) of
a two-dimensional submanifold of Minkowski space and a zero-dimensional sub-
manifold of C. This is the situation in which the canonical surface defect Sz has

1We will henceforth assume that only the homotopy type of ℘ is relevant. However, due to some
tricky sign issues one should really care about a certain "twisted homotopy type" ([GMN13b]).
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evolved.

2. The surface defect can live on the product (or more generally a fibre bundle) of a
one-dimensional submanifold of Minkowski space and a one-dimensional subman-
ifold of C.

3. The surface defect can live on the product (or more generally a fibre bundle) of a
zero-dimensional submanifold of Minkowski space and a two-dimensional subman-
ifold of C.

The supersymmetric interface L℘,ϑ clearly falls into the second category and should more
precisely be denoted Lϑ(R, q, ~n;℘) with a representation R of su(2), a path q in M1,3

and a map ~n : q×℘→ R5. However, we will fix R to be the fundamental representation
as before, q = R×{~0} to be the line along the time direction in M1,3 and ~n in such a way
that it has a constant angle ϑ with the tangent vector to ℘ when it is transported along
℘ (the latter is not entirely correct and depends on the choice of a subspace R2 ⊂ R5,
see [GMN13a] for details).

There is one more tool which is absolutely crucial for what is to come, namely 2d-4d
framed BPS states. We have just stated that a supersymmetric interface L℘,ϑ is defined
by a choice of two points z1, z2 ∈ C together with a path ℘ ⊂ C connecting them and
a phase ζ = eiϑ. In the four-dimensional picture we obtain an interpretation of the
supersymmetric interface L℘,ϑ as the interface located at R × {~0} separating the two
half-planes R× {0, 0} ×R>0 and R× {0, 0} ×R<0 on which the surface defects Sz1 and
Sz2 are inserted, respectively. This system contains 2 supercharges defined by ϑ and we
define H1

L℘,ϑ
to be the one-particle Hilbert space of this combined system.

Definition 5.2.1. A 2d-4d framed BPS state is a state in H1
L℘,ϑ

which preserves both
of the present supercharges.

This is an extension of the pure 4d framed BPS states considered in [GMN13b] which
was introduced in [GMN12]. Under certain genericity assumptions they can be viewed
as special vacuum states of the interface ([GMN13b]). There is an alternative way to
view these states: Denote by H1

L the Hilbert space of 1-particle states in the presence
of the line defect L := L℘,ϑ. In analogy to (3.3.3) this space is graded by a Γ-torsor ΓL,
i.e.

H1
L =

⊕
γ∈ΓL

H1
L,γ (5.2.3)

and on these subspaces there is the "twisted" BPS bound

m ≥ −Re(Zγ/ζ). (5.2.4)

2d-4d framed BPS of charge γ are states in H1
L,γ saturating this bound.

In terms of charges associated to paths on C and their lifts to Σ, we must now work
(almost) entirely on Σ because the lifts describe different vacua of the 2d-theory. More
precisely, rather than to look for a path on Σ ending on lifts z(i) and z(j) of the same
base point z ∈ C, we require the ends to be the union of a lift z(i)

1 of z1 and a lift z(j)
2 of

z2. In analogy to the former case, these paths define relative cohomology classes which
we gather in a set Γij(z1, z2), or more generally Γ(z1, z2) := ∪i,jΓij(z1, z2).

We are now in the position to define the data described in the previous section for
the situation at hand. Let us fix points u ∈ B and z ∈ C, then the data is given as
follows:
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1. The charge "lattice":

a) The lattice Γ remains the same as in the 4d case, i.e. is the lattice Γu over
u ∈ B∗ defined in (4.4.5).

b) The torsor Γi has no obvious interpretation and we will neglect it henceforth.
Physically speaking, it parametrizes the values of the IR superpotential W
in the vacuum Vi but these carry certain anomalies (see [GMN12] §3.4.1 for
details).

c) Γij := Γij(z, z) parametrizes 1-chains on Σ with boundary z(i) − z(j) modulo
boundaries. Addition is via concatenation of paths and the inverse is given
by the same path with opposite orientation. This defines a Γ-torsor because
two relative homology paths differ by a loop on Σ. There is a canonical
isomorphism Γii(z, z)

∼→ Γ but this breaks down for the more general case of
two different endpoints. [GMN12] explores circumstances under which this
lack of an isomorphism can be compensated by monodromies of the flavour
charges as in (4.4.8).

2. The central charge functions Z are defined in analogy to (4.4.7) as

Za := 1
π

∮
a
λ (5.2.5)

for a = γ ∈ Γ or a = γij ∈ Γij . It is clear that Za + Zb = Za+b for composable
paths a, b.

3. The 4d index Ω remains the same as in (3.3.4) and is defined as a certain trace
over the Hilbert space of 1-particle BPS states. Similarly one can define the index
µ : Γij → Z as the trace

µ(a) := trH1,BPS
Sz,a

FeiπF (5.2.6)

as the trace over the 1-particle Hilbert space of BPS states living on the surface
defect Sz and carrying charge a ∈ Γ(z, z). We will not take this as a working defi-
nition but rather as a remark that this index can be defined in a physical context.
Instead, we will give a more indirect characterization of µ through theorem 5.3.5.
However, note that F denotes a fermion number operator, i.e. a charge of a factor
u(1)V of the 2d N = (2, 2) supersymmetry algebra preserved by L℘,ϑ. This defini-
tion is well-known for two-dimensional theories and goes back to [CFIV92] but is
somewhat more subtle in the 2d-4d context giving rise to a sign ambiguity which
is addressed in [GMN13b].

4. There is no simple definition of the 2d-4d-indices ω(γ, γij) in terms of a trace-
formula over a Hilbert space that we can explain in the scope of this thesis. In the
context of supergravity there are halo states which obey a version of the KSWCF
(see [ADJM12]) which induces the 2d-4d wall-crossing considered here ([GMN12]).
However, ω can be computed via

ω(γ, γij) := Ω(u, γ)〈γ, γij〉 (5.2.7)

where 〈·, ·〉 denotes the pairing between the homology group H1(Σ−π−1(z);Z) and
the relative homology of paths ending on preimages of z. The twisting function σ
is given by σ(a, b) = (−1)〈a,b〉.
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Remark 5.2.2. Recall that in the pure 4d context we have explained that the KSWCF
can be interpreted as a smoothness condition for a Hyperkähler metric on the moduli
space of a three-dimensional theory obtained by compactifying over a circle. A similar
statement holds for the 2d-4d WCF: Compactifying the four-dimensional bulk theory
together with the defect yields a three-dimensional theory with a supersymmetric line
operator (when one of the dimensions of the surface defect Sz is wrapped on the circle).
In more mathematical terms, one obtains a hyperholomorphic connection on a vector
bundle over a Hyperkähler manifold.2 Demanding smoothness of the metric and the
connection is then equivalent to the 2d-4d WCF ([GMN12]).

5.3 The Formal Parallel Transport Theorem
We are interested in one more index, namely the framed BPS index Ω(L℘,ϑ, a) associated
to a pair (z1, z2) ∈ C × C connected by a path ℘, a phase ϑ and the associated super-
symmetric interface L℘,ϑ as well as a charge a ∈ Γ(z1, z2). This index can be defined
similar to (5.2.6) via a trace

Ω(L℘,ϑ, a) := trH1,BPS
L℘,ϑ,a

eiπF (5.3.1)

where again F is the choice of a u(1)V charge generator. As before, we will not take
this as the definition but give a more indirect approach through the Formal Parallel
Transport Theorem (theorem 5.3.5). For the moment, assume the indices µ and Ω were
defined, we will use them for the definition of the formal parallel transport and the
Spectral Network. The statement of the Formal Parallel Transport Theorem will be that
the indices µ and Ω are determined by certain properties of the formal parallel transport
and spectral networks, hence making a definition via a trace redundant. First we need
the notion of the homology 1-groupoid:

Definition 5.3.1. (Homology 1-groupoid)
The homology 1-groupoid H≤1(X) (also known as the homology path algebra) of a topo-
logical space X is the groupoid defined as follows:

• Objects are points of X.

• H≤1(x, y) denotes the morphism space between objects x, y and is defined as the
quotient

H≤1(x, y) := C1(x, y)/ ∼ (5.3.2)

where C1(x, y) is the set of 1-chains c with ∂c = y−x and the equivalence relation
states that c1 ∼ c2 if c1−c2 is a 1-boundary. Hence, H≤1(x, y) is an affine subspace
of the relative homology H1(X, {x, y};Z).

• Composition of morphisms is induced by addition of chains with neutral element
the trivial path (a point) and inversion by reversion of orientation.

Remark 5.3.2. The morphism space H≤1(x, y) is a torsor for H1(X;Z).

Remark 5.3.3. There is a natural functor π≤1X → H≤1(X) with domain the fun-
damental 1-groupoid defined in example 2.2.13. In particular, the homotopy class of a
smooth path (with fixed endpoints) determines a morphism in the homology 1-groupoid.

2Recall that a hyperholomorphic connection is defined to be a connection whose curvature is of type
(1, 1) in all the complex structures of the Hyperkähler manifold. This can be viewed as a generalization
of the instanton equations for four-dimensional Hyperkähler manifolds.
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Denote to a path a on C the corresponding morphism of the homology 1-groupoid
H≤1(C) by Xa. In particular, their product is given by

XaXb =
{
Xa◦b end(a) = beg(b),
0 else,

(5.3.3)

where a ◦ b denotes the homology class of the concatenated path of any two representa-
tives. We define the formal parallel transport

F (℘, ϑ) :=
∑

a∈Γ(z1,z2)
Ω(L℘,ϑ, a)Xa. (5.3.4)

This definition does not depend on the choice of a representative a ([GMN13b]). We
are interested in ways to compute the formal parallel transport and for this purpose we
introduce spectral networks:

Definition 5.3.4. (Spectral Networks)
Fix an angle ϑ. The spectral network Wϑ is defined as the set

Wϑ :=
{
z ∈ C

∣∣∣ ∃ a ∈ Γ(z, z) : Za/eiϑ ∈ R− and µ(a) 6= 0
}
. (5.3.5)

Wϑ is a network of codimension-1 segments called S-walls on C. For generic ϑ and
generic z ∈ Wϑ there is a unique charge a ∈ Γ(z, z) satisfying the above conditions. We
say that z supports the charge a and that z sits on an ij-wall for a ∈ Γij(z, z). From
now on we will always assume that ϑ is generic (unless stated otherwise but we will
denote critical values by ϑc).

Note that while µ does not enter the definition of the formal parallel transport
F (℘, ϑ), the definition of the spectral networkWϑ does not depend on a definition of the
framed BPS index Ω(L℘,ϑ, a). However, the strong interplay between the indices projects
to these definitions in a fascinating way, captured by the Formal Parallel Transport
Theorem due to Gaiotto, Moore and Neitzke:

Theorem 5.3.5. (Formal Parallel Transport Theorem)
There is a unique set of BPS indices

1. µ(a) for a ∈ Γ(z, z), z ∈ C and

2. Ω(L℘,ϑ, a) for z1, z2 ∈ C\Wϑ, a ∈ Γ(z1, z2), ℘ a path from z1 to z2

determiningWϑ as in (5.3.5) and F (℘, ϑ) as in (5.3.4) such that the following conditions
hold:

1. (Homotopy invariance) F (℘, ϑ) = F (℘′, ϑ) for homotopic paths ℘, ℘′ with fixed
endpoints in C.

2. (Homomorphism property) F (℘, ϑ)F (℘′, ϑ) = F (℘ ◦ ℘′, ϑ) for paths in C with
end(℘) = beg(℘′) whose endpoints are not on Wϑ. Here ℘ ◦ ℘′ denotes their
concatenation.

3. (Local triviality) If ℘ ∪Wϑ = ∅ then

F (℘, ϑ) =
K∑
i=1

X℘(i) =: D(℘) (5.3.6)

where ℘(i) denotes the distinct lifts to the K : 1-cover Σ→ C
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4. (Detour rule) Let ℘ a small path with ℘ ∪ Wϑ = z such that z is generic and
supports the charge a ∈ Γij(z, z). Denote the segment of ℘ oriented into (out of)
the network by ℘+ (℘−). Then

F (℘, ϑ) = D(℘+) (1 + µ(a)Xa)D(℘−)
= D(℘) +D(℘+) (µ(a)Xa)D(℘−)
= D(℘) +X

℘
(i)
+

(µ(a)Xa)X℘
(j)
−
.

(5.3.7)

Remark 5.3.6. Concerning the detour rule (Property 4) there are a couple remarks in
order:

1. By a small path we mean a path that intersects the spectral network only once.
Due to the homomorphism property an arbitrary path can be split into pieces that
are either disjoint to the Spectral Network (and where F can hence be computed
by property 3) or intersect the Spectral Network in only one point and do not
stretch very far from it (and can hence be computed by property 4).

2. Given a small path, one can always find a homotopic path such that its intersection
with Wϑ is a generic point of the Spectral Network, and by property 1 the two
paths yield the same contribution to F .

3. The three expressions on the right side of (5.3.7) are trivially equivalent due to
the product structure on the homology 1-groupoid given by (5.3.3) but they are
all convenient in different situations. For technical reasons, the paths ℘± should
be slightly deformed to be tangent to Wϑ at z so that they are indeed composable
smoothly with the paths in Γij(z, z) but we have omitted that in our notation.

4. The detour rule can be read as a WCF for the framed indices Ω(L℘,ϑ, a) in the fol-
lowing way: Associate a supersymmetric interface L℘x,ϑ to the path ℘x = ℘

∣∣∣[z1,x]
where ℘ is the path connecting z1 and z2 in C and x varies over the points of
this path. As x crosses the S-wall, F (℘x, ϑ) jumps by multiplication with a factor
(1+µ(a)Xa) which means that the supersymmetric interface can absorb or emit a
BPS soliton. It is hence an example for the CVWCF for two-dimensional theories,
which is what one would expect for solitons. Since the CVWCF is expressed in
terms of S-factors as in (5.1.6), the walls at which these jumps occur are called
S-walls.

Remark 5.3.7. This theorem holds for arbitrary values of ϑ without any genericity
assumption. However, we need a little rephrasing for the detour rule (Property 4) for
critical values of ϑ. The essential phenomenon occuring is that each element z of an
S-wall ` supports two charges a ∈ Γij(z, z) and b ∈ Γji(z, z). In this case, ` is called a
two-way street and the value ϑc at which the jump occurs is a K-wall. We will take a
closer look at the behaviour of Spectral Networks for critical values of ϑ in section 5.5.

The proof of theorem 5.3.5 has been carried out in [GMN13b] and we do not wish
to copy it here. However, we will sketch it through the next two sections where we take
a closer look at properties of Spectral Networks first for generic values of θ and then at
special values ϑc.
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5.4 Spectral Networks at generic ϑ
Let for this section ϑ always be generic. Firstly, note that the lattices Γ(z, z) form a local
system over C which allows for a parallel transport of homology classes Γ(z, z) 3 az →
az′ ∈ Γ(z′, z′) along a path connecting z and z′ via a lift to the fibers. In particular, if
there is a soliton a ∈ Γij(z, z) for z a point on an S-wall `, the index µ(a) is unchanged
while z moves along ` but it might jump when two (or more) S-walls collide. We
consequently say that ` supports the charge a ∈ Γij meaning that it does so for all
points of `. If that is the case, then e−iϑZa is real along ` and with

dZa = 1
π

(
λ(i) − λ(j)

)
(5.4.1)

we see that ` is a WKB curve of type ij and inclination θ in the sense of section 4.5.
Consequently, in analogy to the derivation of (4.5.10) we see that the mass of a soliton
located on an ij-wall of the Spectral Network near a branch point b has mass

M(z) ∼ |z|3/2 (5.4.2)

for a local coordinate z that vanishes at b.
We now introduce the mass filtration Wϑ[Λ] (Λ ∈ R+) by truncating all the S-walls:

it contains only that portion of every wall ` of Wϑ supporting the soliton of charge a
for which |Za| < Λ. This implies that

Wϑ[Λ] ⊂ Wϑ[Λ′] for Λ < Λ′ (5.4.3)

and
lim

Λ→∞
Wϑ[Λ] =Wϑ. (5.4.4)

as topological spaces. In the same spirit we truncate µ via

µ[Λ](a) :=
{
µ(a) for |Za| < Λ,
0 else.

(5.4.5)

This gives the following roadmap to understand Spectral Networks better: Start with
small values of Λ for which Wϑ[Λ] can be computed easily, then evolve the Spectral
Network by letting Λ→∞.

Recall that the solitons are BPS particles, hence their mass must agree with the
absolute value of their charge. However, their mass depends on the distance to the
closest branch point according to (5.4.2), hence for small Λ only solitons close to a
branch point contribute. The Spectral Network must then consist of the branch points
together with three short WKB curves emitted from each branch point. More precisely,
near an (ij)-branch point b we can choose a local orientation on the complement of
the corresponding (ij)-branch cut (this orientation cannot be consistent globally since
monodromy around the branch point exchanges the two sheets) such as depictured in
figure 5.1. Note that in particular away from the branch cut the orientation of the
S-walls alternates in accordance with the fact that there is a whole WKB foliation of
which the Spectral Network contains only the critical WKB curves.

So how do the indices µ behave. It is shown in [GMN13b] that µ(a) = 1 for any
a ∈ Γ(z, z) and z a point of an S-wall near the branch point b. This is essentially a
consequence of the homotopy invariance by looking at the jumping behaviour determined
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(ij)
ji ij

ij (ij)

Figure 5.1: A generic Spectral Network near a branch point of type (ij)
(orange cross): The black lines picture the three S-walls emitted from the
branch point. Crossing the branch cut (orange "snake" line) exchanges

the sheets i and j of the covering.

by the detour rule for a path winding around the branch point. However, the correct
analysis contains some pesky sign issues and we are hence not going to repeat it here.

Know that the initial conditions are fixed, we can start to grow the Spectral Network
by continuously increasing Λ. Consequently, the WKB curves start to get longer without
changing the analysis above until they start to intersect transversly. We call points in
which S-walls intersect joints. The intersecting walls can be of three different types:

1. The two S-walls could carry disjoint labels ij and kl. In that case, they would
just pass through one another without any changes in the indices µ.

2. An ij- and a jk-wall could meet transversely in the joint z. Consequently, the joint
supports two charges a ∈ Γij(z, z) and b ∈ Γjk(z, z) which can be composed to a
charge c = a + b ∈ Γik(z, z). Hence one might expect the appearance of ik-walls
which is indeed the case. For generic µ the local picture is as in figure 5.2. We
will describe this in more detail below.

3. One could expect that an ij- and a ji-wall intersect transversely but this is im-
possible because the two walls must solve the same differential equation and can
hence not meet transversely.

p

q

r p’

q’

r’℘ ℘′jk

ij

ik

jk

ik

ij

Figure 5.2: Around a generic collision of an ij-wall with a jk-wall,
there are ik-walls appearing. Homotopy invariance of the Formal Parallel
Transport F demands that the combined wall-crossings along ℘ and ℘′

agree.

The generic case of the collision of an ij-wall and a jk-wall is depicted in figure 5.2.
Homotopy invariance demands that

F (℘, ϑ) = F (℘′, ϑ) (5.4.6)
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which translates in terms of the detour rule (5.3.7) into the condition

D(℘+) (1 + µ(a, r)Xa) (1 + µ(c, q)Xc) (1 + µ(b, p)Xb)D(℘−)
=D(℘+)

(
1 + µ(b, p′)Xb

) (
1 + µ(c, q′)Xc

) (
1 + µ(a, r′)Xa

)
D(℘−).

(5.4.7)

Using the relations of the homology 1-groupoid (5.3.3) one hence obtains the relations

µ(a, r′) = µ(a, r),
µ(b, p′) = µ(b, p),
µ(c, q′) = µ(c, q)± µ(a, p)µ(b, r),

(5.4.8)

where the sign issue that we have been carrying along is reflected in the last equation.
This sign can be determined unambiguously, which is done in [GMN13b], but we will
not dwell on it. The important fact is that the number of solitons carrying charge c
changes upon crossing the joint which is caused by the formation or decay of bound
states between solitons of charges a and b.

In particular, it is possible that there is no incoming soliton of charge c (that is,
µ(c, q) = 0) or no outgoing soliton of charge c (i.e. µ(c, q′) = 0). Correspondingly, one
would have only two S-walls colliding and giving birth to a new S-wall of type ik, or an
ik-wall being annihilated in the collision process. These cases are depicted in figure 5.3.
In either case, the value of µ for the charge c is determined by the values for charges of
a and b as a simplification of the third equation in (5.4.8).

p

r p’

q’

r’℘ ℘′jk

ij

jk

ik

ij
p

r p’

q

r’℘ ℘′jk

ij

jk
ik

ij

Figure 5.3: Two walls of type ij resp. jk can collide and produce a new
wall of type ik (left). By reversal of orientation one sees that in the same
spirit three walls can collide with one of them dying at the collision point.

Let us recall what we have seen so far: The Spectral Network Wϑ comes with a
natural filtration Wϑ[Λ] for Λ ∈ R+ that asymptotes the Spectral Network for Λ →
∞. For small values of Λ, only simpletons contribute to the Spectral Networks, i.e.
Wϑ[Λ] consists of the branch points with three short WKB curves coming out of each
branch point. As we increase Λ, these curves start growing according to the differential
equation (4.5.6) with their length determined by the cutoff Λ. Keeping on with this
procedure, the S-walls can start meeting transversally, potentially giving birth to new
S-walls or ending them as in figure 5.3. Eventually, the S-walls approach the basin of
attraction around the singular points of the surface C where they get trapped and fall
into the singularity as logarthmic spirals which we have described in section 4.5.

We have not yet explained what happens if walls meet not-transversally. For exam-
ple, an ij-wall and a ji-wall can run into each other head-on. This gives rise to K-walls
and only happens at non-generic values ϑc as we will see in the next section.
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5.5 Spectral Networks at critical ϑ
So far we have looked at Spectral Networks Wϑ and the functions F (℘, ϑ) for fixed and
generic θ. In this section we will summarize what happens as ϑ is varied. Starting from
a generic value of ϑ and hence the situation described in the previous section, small
enough changes of ϑ leave the topology of the spectral network invariant and also do
not lead to any changes of F (℘, ϑ). In other words, F is piecewise constant as a function
of ϑ but has a jumping behaviour for two very different reasons:

1. As ϑ is varied, the Spectral Network can run over one of the two endpoints of ℘
at a critical value ϑc. This is equivalent to saying that upon extending the path
℘, it crosses Wϑc . Hence the change is governed by the Detour Rule (5.3.7). In
particular, the function F jumps through the multiplication of an S-factor and
the Spectral Network does not change its topology.

2. The second and more interesting possibility is that the Spectral Network does
change its topology. This leads to the notion of a K-wall (corresponding to the
fact that the change in F is governed by a four-dimensional K-factor) and will be
the subject of this section.

Figure 5.4 shows the easiest example of how a K-wall can arise. The collection of ϑc
where the topology of the Spectral Network jumps are called K-walls. The different ways
in which K-walls can arise are described in [GMN13b] but the basic principle remains
the same as in the case depictured in figure 5.4.

b

a

(a) ϑ < ϑc

b

a

(b) ϑ = ϑc

a

b

(c) ϑ > ϑc

Figure 5.4: Two distinct S-walls supporting the charges a and b, respec-
tively, merge into a single wall supporting both of the charges as ϑ→ ϑc,
giving rise to a two-way street. Upon further increasing ϑ one obtains a

generic Spectral Network of different topology.

To explore the phenomenon of K-walls it is convenient to denote the two limits by
ϑ±c := ϑc ± ε for an infinitesimal ε ↘ 0. The claim is that there is a map K acting
uniformly on the formal variables Xa such that

F (℘, ϑ+
c ) = K

(
F (℘, ϑ−c )

)
. (5.5.1)

To formulate how K acts on the homology 1-groupoid, we start by letting Γc ⊂ Γ be the
subset

Γc :=
{
γ ∈ Γ

∣∣∣e−iϑcZγ ∈ R−
}
. (5.5.2)

We make the genericity assumption that there is a single γc generating Γc. This holds if
u ∈ B∗ but breaks down at the wall of marginal stability. Next recall that in section 4.5
we have defined the lift pΣ of an ij-string p from C to the cover Σ as the union of the
lift p(i) to the i-th sheet and of the lift −p(j) of the lift to the j-th lift with reversed
orientation. Then K is the following morphism:

K(Xa) =
∏
γ∈Γc

(1−Xγ)−ω(γ,a)Xa (5.5.3)
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which is a K-factor of the form (5.1.18), hence explaining the name K-wall. Indeed,
the appearance of K-walls must then be directly related to 4d BPS states because the
jumping behaviour of their indices is governed by the K-factors. In [GMN13b] it is shown
that for the saddle connection depicted in figure 5.4 for ϑ = ϑc one has Ω(γ) = 1 where
γ = a + b ∈ Γ (after forgetting the basepoint). Hence, a saddle connection represents
a BPS hypermultiplet (recall (3.2.4) and (3.3.5))! In a similar matter one can find that
vectormultiplets are represented by closed loops ([GMN13b], §7.2).

Remark 5.5.1. With the reappearance of the index Ω at this point it seems like a
natural question whether Ω (like µ and ω) can be obtained geometrically and without
the definition via a trace formula. That is indeed the case and is crucially connected to
the sign issue we have not resolved in this discussion of Spectral Networks. A precise
account is given in [GMN13b].

A proof that the Formal Parallel Transport F indeed jumps as described by (5.5.1)
and (5.5.3) is given in [GMN13b]. In fact, this jumping behaviour is again strong enough
to determine the indices µ exactly which finishes our sketch of a proof for theorem 5.3.5.

We have hence seen the close relationship that the 2d-4d WCF and the Formal Paral-
lel Transport Theorem enjoy: The detour rule for generic resp. critical ϑ corresponds to
the jumping by an S- resp. a K-factor. In more physical terms, the former describe how
2d-solitons are formed (or annihilated), while the latter describe the jumping behaviour
for 4d BPS states.



Chapter 6

Conclusion and outlook

The aim of this thesis was to bridge a gap between the mathematics and physics around
Spectral Network. Even though both the usefulness and the definition of these objects
stand without a doubt in the mathematics community, their motivation from a physical
perspective remains difficult to grasp for pure mathematicians.

Our starting point were certain quantum field theories which can physically be clas-
sified as four-dimensional gauge theories with N = 2 supersymmetry and which are
associated to a (semi-simple) Lie group. To understand these theories better, it is cru-
cial to get a grasp on the fundamental pieces occuring within them, which we have
explained to be the so-called BPS states. Despite the fact that these states have been
the fruitful subject of study in a few exceptional cases, they have remained outside of
reach for a long time. We explored two ways of dermining their spectrum in two limited
cases, one of them being the isolated theory associated to the group SU(2). Gaiotto,
Moore and Neitzke introduced the powerful tool of Spectral Networks that not only
extended the previous considerations by allowing for more general groups, but that also
provide a more elegant and efficient way in which the number of BPS states can be
computed.

Even though this thesis has its share of pages, it also contains more gaps than the
writer would like to admit. Some of these could be filled with the proper time at hand,
others go beyond the scope of this work, as for example:

1. Higher categories as introduced in section 2.2 remain infeasible objects to define
in a straightforward fashion. The common approach is hence to describe them
indirectly through model categories. However, this procedure yields a variety of
different definitions whose interplay has barely been started to disentangle.

2. The problem of extending (non-topological) Functorial Quantum Field Theories as
introduced in section 2.3 to the spheres of higher category theory remains largely
untouched. Such a framework would be particularly interesting for work relying
heavily on compactification and defects, such as the present thesis.

3. The IR limit of compactification stands without a proper definition in the scope
of FQFTs. One might want to introduce a topology on the space of field theory
functors but this seems outside of reach while the higher functors remain without
a proper definition.

4. The close relationship Donaldson-Thomas invariants enjoy with the BPS indices
defined in this thesis have not been explained. This should be rather unsurprising
from the way the BPS indices have entered the Wall-Crossing Formula of Kontse-
vich and Soibelman.

5. It would be interesting to describe how the considerations made here for gauge
theories extend to the scope of supergravity. We have seen that there is currently
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no understanding of the 2d-4d indices ω outside of gravity, but that their is an
explanation around halo states. The KSWCF still applies to supergravity which
is at the heart of [DM11].

6. There remains much unknown about the mysterious Theory X, and more generally
about M-Theory. Their study is a long-lasting and wide-spreading project that
draws on progress in many major fields of mathematics and physics.

7. We want to emphasize that one should take into account irregular singular points
on C where the differentials have higher order poles. Their impact is described in
more detail in [GMN13c].

8. It would be desirable to extend the results described here to the theories of class
S that arise by compactifying over a Riemann surface without punctures. There
are no basins of attraction for the WKB curves, which can hence generically not
end. These theories behave qualitatively very different and have not been much
explored to the best knowledge of the author.

9. Similarly, we have focused our attention to theories with gauge group AK−1. One
could naturally thrive to explain the situation for more general groups, the results
should be somewhat similar at least for the simple, simply laced groups of type D
and E.

10. Spectral Networks provide useful tools for (higher) Teichmüller theory, a fact that
is explored in [HN13] and [GMN14].

11. There is a natural relation of Spectral Networks to the moduli of flat connections
which is adressed in some detail in [GMN13b].



Appendix A

Some category theory

A.1 Symmetric monoidal categories
Symmetric monoidal categories are very well studied objects in mathematics, all defini-
tions spelled out here have been carried out countless times before. A good reference is
as always [ML71]. We will not define what a category, a functor and a natural transfor-
mation are but start with the following definition:

Definition A.1.1. (Monoidal category)
A monoidal category M consists of a category M0 together with (for arbitrary a, b, c ∈
ob(M0)):

• a functor ⊗ : M0 ×M0 →M0 (called tensor product),

• an object I ∈ ob(M0) (called tensor unit),

• a natural isomorphism αa,b,c : (a⊗ b)⊗ c→ a⊗ (b⊗ c) (called associator),

• a natural isomorphism la : I ⊗ a→ a (called left unitor),

• a natural isomorphism ra : a⊗ I → a (called right unitor),

subject to two coherence relations, expressed by making the following diagrams com-
mute:

((a⊗ b)⊗ c)⊗ d (a⊗ b)⊗ (c⊗ d)

(a⊗ (b⊗ c))⊗ d a⊗ ((b⊗ c)⊗ d) a⊗ (b⊗ (c⊗ d))

αa,b,c ⊗ idd

αa⊗b,c,d

αa,b⊗c,d

αa,b,c⊗d

ida ⊗ αb,c,d

,

(A.1.1)

called the pentagon identity (for arbitrary a, b, c, d ∈ ob(M0)) as well as

(a⊗ I)⊗ b a⊗ (I ⊗ b)

a⊗ b

αa,I,b

ra⊗ idb ida ⊗ lb , (A.1.2)
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called the triangle identity (for a, b ∈ ob(M0)).

Definition A.1.2. (Monoidal functor)
A functor F : C→ D between monoidal categories (C,⊗C, IC) and (D,⊗D, ID) is said to
be monoidal if it comes equipped with

• a natural transformation φa,b : F (a)⊗D F (b)→ F (a⊗C b) and

• a morphism φ : ID → F (IC),

subject to the following conditions:

• (associativity) for all a, b, c ∈ ob(C), the following diagram commutes:

(
F (a)⊗D F (b)

)
⊗D F (c) F (a⊗C b)⊗D F (c)

F (a)⊗D

(
F (b)⊗D F (c)

)
F
(
(a⊗C b)⊗C c

)

F (a)⊗D F
(
b⊗C c

)
F
(
a⊗C (b⊗C c)

)

αF (a),F (b),F (c)

φa,b⊗DidD

idD ⊗D φb,c

φa⊗Cb,c

φa,b⊗Cc

F (αa,b,c)

, (A.1.3)

• (unitality) for all a ∈ ob(C) the following diagram commutes

ID ⊗D F (a) F (a)

F (IC)⊗D F (a) F (IC ⊗D a)

φ⊗DidD F (la)

lF (a)

φIC,a

, (A.1.4)

and similarly for the right unitors r∗.

Definition A.1.3. (Symmetric monoidal category)
A symmetric monoidal category C consists of a monoidal category M together with a
natural isomorphism Ba,b : a⊗ b→ b⊗ a (called braiding) obeying

Bb,aBa,b = ida⊗b,

such that the following diagram commutes (this is called the hexagon identity):

(a⊗ b)⊗ c a⊗ (b⊗ c) (b⊗ c)⊗ a

(b⊗ a)⊗ c b⊗ (a⊗ c) b⊗ (c⊗ a)

Ba,b ⊗ id

αa,b,c

αb,a,c

Ba,b⊗c

αb,c,a

id ⊗Ba,c

. (A.1.5)
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Definition A.1.4. (Symmetric monoidal functor)
A monoidal functor F between symmetric monoidal categories C,D is called symmetric
if it commutes with the braiding, i.e. if it makes the following diagram commute for any
a, b ∈ ob(C):

F (a)⊗D F (b) F (b)⊗D F (a)

F
(
a⊗C b

)
F
(
b⊗C a

)

BF (a),F (b)

φa,b φb,a

F (Ba,b)

. (A.1.6)

A.2 Internal categories
The definition of an internal category is very well known and can be found already
in [ML71, § XII.1]. Here and in the following subsection on pseudo-categories, we will
mostly stick to the definitions found in [ST11] and in [MF06]. Note however that the
notations vary.
The rough idea is the following: Part of the data of a category are a class of objects
and a class of morphisms. A small category is the special case when the objects and
morphisms form actual sets, i.e. when they are objects in the category Set of sets and
functions. A small category is then the same as an internal category in Set. More
generally, one could take the objects and morphisms to be objects of other categories,
which is formalized in the following definition (which essentially builds a category from
scratch):

Definition A.2.1. (Internal category)
Let A be a category (the A stands for ambient) with pullbacks. A category C internal
to A consists of the following data:

• objects C0, C1 ∈ ob(A) called the object of objects resp. object of morphisms,

• morphisms s, t ∈ mor(C1, C0) called the source resp. target morphism,

• a morphism e ∈ mor(C0, C1) called the identity morphism,

• a morphism c ∈ mor(C1 ×C0 C1, C1) called the composition morphism, where the
pullback C1 ×C0 C1 is defined by the square

C1 ×C0 C1 C1

C1 C0

π1

π2 t

s

, (A.2.1)

subject to the following conditions, expressing the usual laws for categories:
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• the law specifying source and target of the identity morphism:

C1 C0 C1

C0

e e

ids t , (A.2.2)

• the law specifying source and target of the composition morphism:

C1 C1 ×C0 C1 C1

C0 C1 C0

π1 π2

cs t

s t

, (A.2.3)

• the law demanding associativity of the composition of morphisms:

C1 ×C0 C1 ×C0 C1 C1 ×C0 C1

C1 ×C0 C1 C1

id×C0c

c×C0 id c

c

, (A.2.4)

• and the law for left and right unitality:

C1 ×C0 C0 C1 ×C0 C1 C0 ×C0 C1

C1

cπ1

id×C0e

π2

e×C0 id

. (A.2.5)

Now given two categories C,D internal to the same ambient category A, one can
define:

Definition A.2.2. (Internal functor)
An internal functor F from C to D is a pair of morphisms F0 : C0 → D0, F1 : C1 → D1
that commute in the obvious way with source and target morphism:

s′F1 = F0s , t
′F1 = F0t

′, (A.2.6)

as well as with composition and unit morphism (given by commutative diagrams (A.3.3)
with the 2-morphisms discarded).

Note that from here on, s and t denote the source resp. target morphism in C while
s′ and t′ denote those in D (and similarly for c, u, etc.). Lastly, given two internal
functors F,G : C→ D, one can define according to [ST11]:

Definition A.2.3. (Internal natural transformation)
An internal natural transformation is a morphism n : C0 → D1 that makes the following
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diagram commutative:

C0

D0 D1 D0

nF0 G0

s′ t′

, (A.2.7)

as well as the diagram (A.3.5) considered as a commutative diagram after discarding
the 2-morphism ν.

A.3 Pseudo-categories
However, our purposes demand to go a step beyond that and consider not only internal
categories in a category but rather internal categories in a strict 2-category and then
weaken the associativity (A.2.4) and unitality (A.2.5) by demanding them to hold only
up to coherent isomorphisms. Those are given by diagrams (2.12) and (2.14) in [ST11]
but for convenience we replicate them here. There should be invertible natural trans-
formations λ and ρ (left resp. right unitor) between the functors in (A.2.5), i.e.

C1 ×C0 C0 C1 ×C0 C1 C0 ×C0 C1

C1

cπ1

id×C0e

π2

e×C0 id

ρ λ , (A.3.1)

as well as an invertible natural transformation α (the associator) between the functors
in (A.2.4), i.e.

C1 ×C0 C1 ×C0 C1 C1 ×C0 C1

C1 ×C0 C1 C1

id×C0c

c×C0 id c

c

α . (A.3.2)

A precise account can be found in [MF06] where these categories are called pseudo-
categories. The moral is that the 2-morphisms α, λ, ρ need to satisfy additional co-
herence properties, among them that the 2-morphisms reduce to identity 2-morphisms
when horizontally composed with identity 2-morphisms on source resp. target (similar
to (A.3.4)). Moreover, there is a pentagon identity similar to (A.1.1) for the associator
α and a triangle identity similar to (A.1.2) for the unitors (see (1.3)-(1.7) in [MF06] for
details).
Next we need to find the right notion of a functor F between categories C,D internal
to the same strict 2-category A (also called a pseudo-functor). It has been carried out
in [MF06] that in addition to the morphisms F0 : C0 → D0 and F1 : C1 → D1 that
we have considered before, one needs invertible 2-morphisms to relate composition and
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identity morphisms in the categories, i.e. 2-isomorphisms µ, ε in the following sense:

C1 ×C0 C1 C1

D1 ×D0 D1 D1

c

F1 × F1 F1

c′

µ
,

C0 C1

D0 D1

e

F0 F1

e′

ε . (A.3.3)

The quadruple (F0, F1, µ, ε) again has to satisfy a set of coherence conditions, see (2.2)-
(2.6) in [MF06]. In particular, the 1-morphisms have to commute with source and
target morphisms as before (A.2.6), while the 2-morphisms again reduce to identity
2-morphisms when horizontally composed with the identity 2-morphisms on source or
target morphism, i.e.

ids′ ◦ µ = idF0sπ2 , idt′ ◦ µ = idF0tπ1 ,

ids′ ◦ ε = idF0 , idt′ ◦ ε = idF0 .
(A.3.4)

In addition, there are three more conditions on the composition of 2-morphisms as given
by the commutative diagrams (2.5) and (2.6) in [MF06].
Lastly, the notion of a pseudo-natural transformation between pseudo-functors F,G :
C → D remains to be defined. Again in [MF06] it is shown that in addition to the
morphism n : C0 → D1 that has already been considered for internal natural transfor-
mations, one needs the following 2-isomorphism ν:

C1 D1 ×D0 D1

D1 ×D0 D1 D1

G1 × ns

nt× F1 c′

c′

ν . (A.3.5)

The diagram (A.2.7) is demanded to remain commutative, while there are additional
coherence restrictions on ν ((3.5)-(3.6) in [MF06]). Note that we drop the condition
that ν be invertible ((3.4) in [MF06]).
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Supermathematics

We use this appendix to review some basic notions of supermathematics that can be
found e.g. in [DM99]. The main idea is that one moves from vector spaces, Lie algebras,
manifolds, groups, etc. to their respective super versions by including odd degrees of
freedom. For example, the sheaf of smooth functions on a manifold is enriched by an
exterior algebra (that can be thought of, in a sense, as functions that anti-commute).

B.1 Supermanifolds
Let from now on k denote a ground field of characteristic zero.

Definition B.1.1. (Super vector spaces and algebras)

1. A super vector space is a Z/2-graded vector space V = V0 ⊕ V1. A homogeneous
element v ∈ V0 (resp. V1) is called even resp. (odd), its parity denoted |v| ∈ Z/2.

2. Amorphism of super vector spaces V,W is a linear map from V toW that preserves
the Z/2-grading.

3. There is a symmetric monoidal category SVectk whose objects are super vector
spaces over k, the morphisms are as above, the monoidal structure is given by the
Z/2-graded tensor product

(V ⊗W )k =
⊕
i+j=k

(Vi ⊗Wj) ,

and the braiding isomorphism (on homogeneous elements) by

BV,W : V ⊗W −→W ⊗ V,
v ⊗ w 7−→ (−1)|v|·|w|w ⊗ v.

4. There is a parity reversing functor Π defined by (ΠV )i := V1−i, i = 0, 1.

5. For di = dimVi < ∞, the dimension of V is the pair (d0, d1), usually denoted as
d0|d1.

6. A super algebra over k is a super vector space A together with a morphism m :
A⊗A→ A, called multiplication. We denote xy := x · y := m(x⊗ y) for x, y ∈ A.
Note that by definition |xy| = |x| + |y|. We will furthermore require A to be
associative (i.e. x(yz) = (xy)z ∀x, y, z ∈ A) and unital (i.e. it contains an even
element 1 such that 1x = x1 = x ∀x ∈ A).

7. A super algebra A is called commutative, if xy = (−1)|x|·|y|yx for all homogeneous
elements x, y ∈ A.
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Definition B.1.2. (Super manifolds)

1. Let C∞ be the sheaf of smooth functions on kp and C∞[θ1, . . . , θq] be the sheaf
of commutative super k-algebras, freely generated over C∞ by odd quantities θi.
The space kp|q is defined to be the topological space kp endowed with the sheaf
C∞[θ1, . . . , θq].

2. A super manifold M of dimension p|q is a topological space |M | together with
a sheaf OM of super k-algebras, which is locally isomorphic to kp|q. Abusing
notation, the global sections of OM are called functions on M, which form an
algebra C∞(M).

3. There is a nilpotent ideal J of OM generated by odd functions and (|M |,OM/J)
is locally isomorphic to (kp,C∞) (this is clear for M = kp and then holds by
definition for general M). There is thus an underlying smooth p-manifold Mred of
M , the reduced manifold. Topological notions need to be interpreted in terms of
this reduced manifold, e.g. an open subset U ⊂ M is an open subset |U | ⊂ |M |
together with the restriction of the structure sheaf OM to |U |.

4. Morphisms of super manifolds are defined as morphisms of ringed spaces, i.e. a
morphism f : M → N consists of a morphism of topological spaces |f | : |M | → |N |
together with a morphism of sheaves of super k-algebras |f |∗ON → OM .

5. Super manifolds then form a symmetric monoidal category under disjoint union.
We denote this category by SMan for k = R and by csM for k = C.

B.2 Super Lie algebras
A super Lie group is a group object in the category csM (or SMan) (just like an ordinary
Lie group is a group object in Man). Moreover, a super Lie algebra is formed by the
left invariant vector fields of a super Lie group, completely analogous to the non-super
case. Spelled out, a super Lie algebra can be defined as follows:

Definition B.2.1. A super Lie algebra over a field k (of characterisic zero) consists of

1. a super vector space g = g0 ⊕ g1 ∈ SVectk;

2. a bilinear map [−,−] : g⊗ g→ g, called the Lie superbracket, that is super skew-
symmetric: on homogeneous elements x, y it satisfies

[x, y] = −(−1)|x|·|y|[y, x] ;

3. such that the super Jacobi identity holds:[
x, [y, z]

]
=
[
[x, y], z

]
+ (−1)|x|·|y|

[
y, [x, z]

]
for homogeneous elements x, y, z.

For even elements of the super Lie algebra, these conditions reduce to the ones
known from ordinary Lie algebras. In fact, there is a second characterization of super
Lie algebras that makes direct contact to the non-super case:

Remark B.2.2. Equivalently, a super Lie algebra is a super vector space g = g0 ⊕ g1
such that
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1. g0 is a Lie algebra;

2. g1 is a linear representation of g0;

3. there exists a g0-equivariant linear map {−,−} : Sym2g1 → g0 such that for all
x, y, z ∈ g1 the following holds:

{x, y}[z] + {y, z}[x] + {z, x}[y] = 0.

Remark B.2.3. In this spirit, a super Lie algebra can be viewed as an extension of an or-
dinary Lie algebra and in many ways notions from ordinary Lie algebras extend to super
Lie algebras (while others may exist only in the ordinary or only in the super case). For
example, every finite-dimensional super Lie algebra admits a finite-dimensional faithful
representation (which is also true for ordinary finite-dimensional Lie algebras). On the
other hand, the Levi decomposition (writing a finite-dimensional Lie algebra as semi-
direct product of a solvable ideal (the radical) and a semi-simple Lie subalgebra (the
Levi subalgebra)) does not hold for all finite-dimensional super Lie algebras. For exam-
ple, it fails for sl(m|m), m ≥ 2 which leads us to the first of two "basic" examples of
super Lie algebras (where we follow [CW12]):

Example B.2.4. (sl(m|n))
Let V = V0 ⊕ V1 be a super vector space such that End(V ) is a superalgebra. One can
then equip End(V ) with a super Lie bracket that is given by

[x, y] = x · y − (−1)|x|·|y|y · x

on homogeneous elements and extended bilinearly. This forms a super Lie algebra
denoted by gl(V ) or by gl(m|n) if V = Cm|n, which we will assume from now on. Fixing
bases for V0 and V1 and combining them gives a homogeneous base for V , with respect
to which the elements of End(m|n) and gl(m|n) are (m+ n)× (m+ n)-matrices of the
form

M =
(
A B
C D

)
(B.2.1)

where A,B,C,D are respectively m × m, m × n, n × m, n × n matrices. The even
subalgebra gl(m|n)0 consists of such matrices with B = 0 = C and the odd subspace
gl(m|n)1 of those with A = 0 = D. It is then easy to define the supertrace str on gl(m|n)
via str(M) := tr(A)− tr(D), with tr denoting the usual trace on square matrices. str
has the important property that str[M,M ′] = 0 for M,M ′ ∈ gl(m|n) which means that

sl(m|n) := {M ∈ gl(m|n)| str(M) = 0}

carries the structure of a super Lie algebra. It is called the special linear Lie superalgebra
and has the following properties:

• [gl(m|n), gl(m|n)] = sl(m|n);

• sl(m|n) = sl(n|m);

• sl(m|n) is simple for m 6= n;

• the center of sl(m|m) consists of multiples of the identity 1m|m and the quotient
sl(m|m)/1m|m is simple for m ≥ 2.
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This explains why sl(m|n) appears in the first two rows of table B.1 the way it does.
Example B.2.5. (osp(m|2n))
Another "basic" example of super Lie algebras are the ortho-symplectic ones. Fix a super
vector space V = V0 ⊕ V1. A bilinear form B : V × V → V is called

•
{
even
odd

}
if B(Vi, Vj) = 0 for i+ j =

{
1
0

}
(mod 2);

• supersymmetric if it is even, B|V0×V0 is symmetric and B|V1×V1 skew-symmetric;

• skew-supersymmetric if it is even, B|V1×V1 is symmetric andB|V0×V0 skew-symmetric.
Let B be a non-degenerate supersymmetric bilinear form on V (which means that in
particular dim(V1) is even). For k = 0, 1 we define

osp(V )k :=
{
M ∈ gl(V )k

∣∣∣∣∣ B(Mx, y) = −(−1)k·|x|B(x,My)
∀x, y ∈ V, x homogeneous

}
,

osp(V ) := osp(V )0 ⊕ osp(V )1.

osp(V ) is indeed a super Lie algebra with even part osp(V )0 = so(V0)⊕ sp(V1). Hence,
it is called the ortho-symplectic super Lie algebra and we write osp(m|2n) when V =
Cm|2n. One can similarly define the super Lie algebra spo(2n|m) to be the subalgebra
of gl(2n|m) that preserves a non-degenerate skew-supersymmetric bilinear form but it
becomes redundant for us due to an isomorphism

spo(2n|m) ∼= osp(m|2n).

A very full account on ortho-symplectic superalgebras can be found in [Far84].
Kac ([Kac77a], [Kac77b]) was able to completely classify finite dimensional super Lie

algebras that are simple and over a field of characteristic zero. The super Lie algebras in
that list are primarily of two types: either of classical type (for which the action of the
even part on the odd part is completely reducible) or of Cartan type (for which it is not
completely reducible). For the classical type there is again a distinction into basic ones
and ones of queer or strange type, and lastly one differs between basic classical super
Lie algebras of type I and type II depending on whether the action of the even part on
the odd part is irreducible or not. The list of the basic classical super Lie algebras can
be found in table B.1.

We are now interested in how Poincaré and conformal algebras extend to super Lie
algebras. Let us first recall the notions of these Lie algebras:

1. Mp,q is the real affine space with an underlying (p + q)-dimensional vector space
Rp,q and a translationally invariant pseudo-Riemannian metric of signature (p, q)3.
In the case q = 1 it is called the (p+ 1)-dimensional Minkowski space.

2. The d-dimensional Poincaré group is the spin double-covering of the connected
component of the identity of the isometry group of Md−1,1:

ISO(d− 1, 1) ∼= Spin(d− 1, 1) nRd−1,1; (B.2.2)
1There is an isomorphism A(m,m) = sl(m+ 1|m+ 1)/C1m+1|m+1.
2Here, the action of S3 on C\{0,−1} is generated by α 7→ 1

α
and by α 7→ −1 − α, see [CW12] for

details.
3i.e. the metric can locally be brought into the form diag(+1, . . . ,+1︸ ︷︷ ︸

p

,−1, . . . ,−1︸ ︷︷ ︸
q

).
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g Parameters g0
A(m,n) = sl(m+ 1|n+ 1) m > n ≥ 0, (m,n) 6= (1, 0) Am ⊕An ⊕ C

A(m,m)1 m ≥ 1 Am ⊕Am
B(m,n) = osp(2m+ 1|2n) m ≥ 0, n ≥ 1 Bm ⊕ Cn
C(n) = osp(2|2n− 2) n ≥ 2 Cn−1 ⊕ C
D(m,n) = osp(2m|2n) m ≥ 2, n ≥ 1 Dm ⊕ Cn

G(3) G2 ⊕A1
F (4) B3 ⊕A1

D(2, 1;α) α ∈
(
C\{0,−1}

)
/S3

2 A1 ⊕A1 ⊕A1

Table B.1: The list of basic classical super Lie algebras. The A and C
series are of type I, the others are of type II. The structures of g1 as

g0-modules are collected in [Far84].

3. The d-dimensional Poincaré algebra is the Lie algebra iso(d − 1, 1) of the d-
dimensional Poincaré group ISO(d− 1, 1).

4. Let p+q > 2. The conformal group CO(p, q) is the identity component in the group
of conformal diffeomorphisms of the conformal compactification (for a definition
see [Sch97], chapter 2.1) of Mp,q. It is isomorphic to SO(p + 1, q + 1) (or to
SO(p+1, q+1)/{±1} if−1 is in the connected component of the identity) according
to theorem 2.9 in [Sch97].

5. The conformal algebra co(p, q) is the Lie algebra to the Lie group CO(p, q).

Let us now recall how the super-analogues of the first three on this list are defined
(which is mostly adopted from [DF99b]):

Definition B.2.6. (Super Minkowski space, super Poincaré group and -algebra)

1. Mp,q|S consists of Mp,q, a real spinorial representation S of Spin(p, q), a positive
cone C of timelike vectors in Rp,q (that is vectors v for which v · v < 0) and a
symmetric morphism Γ of representations of Spin(p, q):

Γ : S∗ ⊗ S∗ → Rp,q

such that Γ(s∗, s∗) ∈ C̄ ∀s∗ ∈ S∗ and Γ(s∗, s∗) = 0 only for s∗ = 0 (mimicking
positive definiteness). Such a Γ exists for every choice of representation S and
is unique up to automorphisms of S. In particular, Mp,q|S can be considered as
a super affine space with even part Mp,q and odd part ΠS∗, the vector space
underlying S∗.
If S is the sum of k irreducible real representations of Spin(p, q), one speaks of
N = k supersymmetry and thus eases the notation to Mp,q|k. This breaks down in
dimensions p+q ≡ 2 mod 4 where two inequivalent real irreducible representations
S+ and S− exist. Thus, one will speak ofN = (k+, k−) supersymmetry and denote
the superspace by Mp,q|(k+,k−) (here k± is the multiplicity with which S± appears
in the decomposition of S into irreducible representations).

2. Let q = 1 and fix a representation S of Spin(d− 1, 1). The super Poincaré algebra
sisoS(d− 1, 1) is the super Lie algebra with even part iso(d− 1, 1) and whose odd
part given by ΠS∗. The graded Lie bracket is given as follows:
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• The super Lie bracket between even elements is simply the Lie bracket of the
Lie algebra iso(d− 1, 1).
• The Lie bracket between two odd elements is given by a multiple of Γ, i.e.

[s1, s2] := −2 · Γ(s1, s2).
• The super Lie bracket of an odd element with an element from so(d− 1, 1) is
given by the action, the super Lie bracket of an odd element with one from
Rd−1,1 is trivial.

This is indeed a super Lie algebra thanks to the symmetry and Spin(d − 1, 1)
equivariance of Γ: the symmetry amounts to the graded skew-symmetry on odd
elements, while Γ being a morphism of Spin(d − 1, 1)-representations yields the
non-trivial Jacobi identity: for s1, s2 ∈ S∗ and x ∈ so(d− 1, 1) the following holds
by definition of Γ:[

[x, s1], s2
]

+
[
s1, [x, s2]

]
= −2 · Γ

(
[x, s1], s2

)
+−2 · Γ

(
s1, [x, s2]

)
= −2 ·

[
x,Γ(s1, s2)

]
=
[
x, [s1, s2]

]
.

The other conditions are trivially satisfied. Note that in particular [[s1, s2], s3]
always vanishes for si ∈ S∗.

3. The super Poincaré group SISOS(d−1, 1) is the unique (up to isomorphism) simply
connected super Lie group, for which there is an isomorphism between its Lie
algebra of left-invariant vector fields and sisoS(d− 1, 1). The action of this group
is called a supersymmetry in physics. Note that there is an isomorphism

SISOS(d− 1, 1) ∼= Spin(d− 1, 1) nRd−1,1|S ,

where Rd−1,1|S is identified with the super Lie group of super translations on the
super affine space Md−1,1|S (similar to how Rd−1,1 is identified with the group of
translations on the underlying affine space in B.2.2).

Remark B.2.7. The connected component of the subgroup of outer automorphisms
of the super Poincaré group which fix the Poincaré subgroup is called the R-symmetry
group and similarly there is an R-symmetry algebra. These are frequently absorbed into
the definition of the super Poincaré group resp. algebra.

Remark B.2.8. Rather than to give a full definition of a superconformal algebra
scoS(d− 1, 1), we settle for pointing out three properties that it should naturally fulfill:

• scoS(d− 1, 1) acts as infinitesimal transformations on Md−1,1|S ;

• this action extends the infinitesimal action of sisoS(d− 1, 1) on Md−1,1|S ;

• restricting this action to the action of the even part on ordinary Minkowski space
Md−1,1 is an extension of the action of co(d− 1, 1) on Md−1,1.

In other words, the even part needs to possess so(d, 2) as subalgebra with a spinorial
representation on the odd part. Shnider has shown in [Shn88] that the existence of a
superconformal algebra in d dimensions imposes the existence of a simple one. Thus,
one would only need to check the list of simple super Lie algebras (of which we have
only given a portion in table B.1) and look for the possible subalgebras in even degree
and their action on the odd subspace. As it turns out, the superconformal algebras
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d N superconformal algebra R-symmetry
3 2k + 1 B(k, 2) ∼= osp(2k + 1|4) SO(2k + 1)
3 2k D(k, 2) ∼= osp(2k|4) SO(2k)
4 k + 1 A(3, k) ∼= sl(4|k + 1) U(k + 1)
5 1 F (4) SO(3)
6 (k, 0) D(4, k) ∼= osp(8|2k) Sp(k)

Table B.2: The list of superconformal algebras scoS(d− 1, 1) extending
the super Poincaré algebra sisoS(d− 1, 1). Here, N denotes the number
of irreducible representations in the decomposition of the odd part of the

super Lie algebra.

are governed by special isomorphisms of ordinary Lie algebras (see e.g. [Min98, § 4.2])
which only exist in low dimensions. In fact, there are no superconformal extensions of
the super Poincaré algebra for d > 6. For 3 ≤ d ≤ 6, the list of superconformal algebras
can be found in table B.2.

B.3 Representations of the super Poincaré algebra
In this section we want to recap the representation theory of super Poincaré algebras.
Because these extend regular Poincaré algebras, precomposing a representation ρ with
the inclusion map

iso(d− 1, 1) ↪→ sisoS(d− 1, 1) ρ→ end(V )

gives a representation of the Poincaré algebra. We will see that an irreducible represen-
tation of a super Poincaré algebra is fully reducible as a representation of the ordinary
Poincaré algebra and that moreover the number of irreducible representations it decom-
poses into varies: the minimal case corresponds to massless particles or so called BPS
states, which play a crucial role in the physics of supersymmetry. We will be rather
concrete in our calculations and will always use Einstein notation, i.e.

• upper (resp. lower) indices represent contravariant (resp. covariant) tensor indices;

• if an index appears twice in a single term (and is not otherwise defined), it is a
summation index, e.g. PµPµ :=

∑d−1
µ=0 Pµ · Pµ.

First off, note that we will restrict our attention to the case d = 4 in this section. Recall
that by the Coleman-Mandula-Theorem, for any interacting QFT satisfying "reasonable"
physical assumptions (locality, causality, positivity of energy, finiteness of number of
particles, mass gap) the symmetry Lie algebra must be a direct sum of the Poincaré
algebra and an internal Lie algebra. Let us denote the generators of the Poincaré
algebra iso(d − 1, 1) = Rd−1,1 o so(d − 1, 1) by Pµ (translations) and Mµν (Lorentz
transformations), the generators of the internal Lie algebra by Bl and the Minkowski
metric by ηµν , then the commutation relations must take the following form:

[Mµν ,Mρσ] = i (Mµσηνρ +Mνρηµσ −Mµρηνσ −Mνσηµρ) ,
[Pµ, Pν ] = 0, [Mµν , Pρ] = i (Pµηνρ − Pνηµρ) ,
[Bl, Bm] = ifnlmBn, [Pµ, Bl] = 0 = [Mµν , Bl].

(B.3.1)

An analogue characterization for the super extensions is given by the Haag - Lopuszan-
ski - Sohnius Theorem: under similar assumptions, the only possible super Lie algebra
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symmetry of an S-matrix is a direct sum of the super Poincaré Lie algebra and another
super Lie algebra of internal symmetries. In particular, denoting the generators of the
odd part by QIα and Q̄Iα̇ = (QIα)† (here, I = 1, ...,N counts the number of generators,
α, α̇ = 1, 2 are the spinor indices and the dot over the index α is just for notational pur-
poses), the super Lie bracket relations of the generators consist of those from B.3.1 and
the following list (where for notational purposes {A,B} denotes the super Lie bracket
between odd generators):

[Pµ, QIα] = 0 = [Pµ, Q̄Iα̇], (B.3.2)

[Mµν , Q
I
α] = i (σµν)βαQ

I
β, [Mµν , Q

Iα̇] = i (σ̄µν)α̇β̇ Q
Iβ̇, (B.3.3){

QIα, Q̄
Jβ̇
}

= 2 (σµ)β̇α Pµδ
IJ , (B.3.4)

[QIα, Bl] = (bl)IJ Q
J
α, [Q̄Iα̇, Bl] = −Q̄Jα̇ (bl)JI , (B.3.5){

QIα, Q
J
β

}
= 2εαβZIJ ,

{
Q̄Iα̇, Q̄

J
β̇

}
= 2εα̇β̇

(
ZIJ

)∗
. (B.3.6)

Here, σµ denotes a 4-vector of 2× 2 matrices, where σ0 is the identity matrix and

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)

denote the Pauli matrices, with the 2-index Pauli matrices defined as

(σµν)βα := 1
4
(
σµαγ̇ (σ̄ν)γ̇β − σναγ̇ (σ̄µ)γ̇β

)
(B.3.7)

where ε is the Levi-Civita tensor (a.k.a. the totally antisymmetric tensor) and

(σ̄µ)αα̇ := εα̇β̇εαβ (σµ)ββ̇ (B.3.8)

is the conjugate to σµ. Similarly, one defines σ̄µν . The tensors bl that appear in (B.3.5)
are structure constants that depend on the R-symmetry algebra and ZIJ from equa-
tion (B.3.6) are antisymmetric (i.e. ZIJ = −ZJI) central charges, meaning that they
commute with all operators. We skip the derivations of the relations (B.3.2)-(B.3.6),
they can be found e.g. in [QKS10], p. 22ff. However, let us note that the procedure for
each of those equations involves an educated guess followed by exploitation of the super
Jacobi identities.
There are some immediate consequences arising from the super Lie bracket relations.
Firstly, every state |ψ〉 has positive energy, i.e.

〈ψ|P0 |ψ〉 ≥ 0 (B.3.9)

where we used the Dirac bra-ket notation. The proof is straightforward and can be
found in [Ber15], but let us quickly recall it: for any choice of α and α̇, equation (B.3.4)
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grants

2σµαα̇ 〈ψ|Pµ |ψ〉 = 〈ψ|
{
QIα, Q̄

I
α̇

}
|ψ〉

= 〈ψ|
(
QIαQ̄

I
α̇ + Q̄Iα̇Q

I
α

)
|ψ〉

= 〈ψ|
(
QIα(QIα)† + (QIα)†QIα

)
|ψ〉

=
∥∥∥QIα∥∥∥2

+
∥∥∥(QIα)†

∥∥∥2

≥ 0

(B.3.10)

due to positivity of the Hilbert space. Summing over α = α̇ = 1, 2 results in a trace
term and using tr(σµ) = 2δµ0 leads to the desired

4 〈ψ|P0 |ψ〉 ≥ 0.

Recall that a particle of mass m > 0 can be brought to rest in the rest frame, where Pµ
takes the form (m, 0, 0, 0) and (B.3.4) thus simplifies to{

QIα, Q̄
J
β̇

}
= 2m δαβ̇ δ

IJ . (B.3.11)

The matrix (ZIJ) of central charges is antisymmetric and by the spectral theorem can
be brought into the form

Z =



0 Z1 . . . 0 0
−Z1 0 . . . 0 0

0 Z2 . . . 0 0
−Z2 0 . . . 0 0

...
...

...
... . . . ...

...
0 0 0 0 . . . 0 Zk
0 0 0 0 . . . −Zk 0


, (B.3.12)

where 2k = N and if N was odd, there would be an extra row and column of zeroes.
This allows the definition of ladder operators (r = 1, . . . , k)

arα := 1√
2

(
Q2r−1
α + εβα

(
Q2k
β

)†)
,

brα := 1√
2

(
Q2r−1
α − εβα

(
Q2k
β

)†)
,

(B.3.13)

which are odd and satisfy the following anticommutation relations (all others vanish):{
arα,

(
asβ

)†}
= 2 (m− Zr) δrs δαβ,{

brα,
(
bsβ

)†}
= 2 (m+ Zr) δrs δαβ.

(B.3.14)

This is remarkable because the positivity of the Hilbert space demands that the anti-
commutators are non-negative (inserting the equations (B.3.13) leads to squares QQ†
which are positive by the same argument as in (B.3.10)), i.e. there is a bound

m ≥ |Zr| ∀r ∈ {1, . . . , k} . (B.3.15)
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This is the BPS-bound (due to Bogomolnyi, Prasad and Sommerfeld) and states satu-
rating this set of inequalities are known as BPS-states.

Before we turn to the actual representation theory, recall that the operator measuring
spin in the classical setting is the Pauli-Lupanski (pseudo-)vector

Wµ = 1
2εµνρσP

νMρσ, (B.3.16)

whose square W 2 := WµW
µ is a Casimir operator of the Poincaré algebra, with the

second Casimir given by P 2 = PµP
µ. Now while C1 = P 2 remains a Casimir operator

of the super Poincaré algebra (due to (B.3.2)), W 2 fails to be Casimir because

[Qα,WµW
µ] = 2i (σµν)βαQβWµPν 6= 0.

The correct Casimir in the super setting contains the superspin

Yi = 1
2εijkM

jk − 1
4mQ̄σ̄iQ, (B.3.17)

with Latin indices i, j, k ∈ {1, 2, 3} (as opposed to Greek indices µ, ν... which take values
in {0, 1, 2, 3}). The second Casimir is

C2 = 2m4Y iYi. (B.3.18)

The Yi satisfy the commutation relations of a rotation group [Yi, Yj ] = εijkY
k and C2

consequently has eigenvalues 2m4y(y + 1) with the superspin y. An easy computation
shows that a supersymmetry generator Q changes the spin by 1/2, thus relating bosons
and fermions.

Now choose a Clifford vacuum, i.e. a state |λ〉 that is annihilated by the annihilation
operators arα and brα from (B.3.13). Assuming that none of the central charges saturate
the BPS bound (B.3.15), the action of the creation operators (arα)† and (brα)† on |λ〉
gives a representation that contains 24k = 22N states4, called a (long) multiplet.
On the other hand, assume that 1 ≤ t ≤ k of the central charges saturate the BPS bound.
This means that t of the ladder operators become trivial (because a right hand side term
must vanish in (B.3.14)) and consequently the multiplet consists of only 22(N−t) states
and is called a short multiplet. In the maximal case t = k the multiplet contains only 2N
states and is called an ultra-short multiplet. Let us finish this section with some general
remarks:

• We did not take into account massless representations but those can be seen as
limit m → 0 in the following way: to satisfy the BPS bound (B.3.15), all central
charges must vanish and consequently the BPS bound is always saturated. As we
have just stated, this means that we are dealing with a multiplet with 2N states.

• As we have stated before, the supersymmetry generators change the spin of a state
by 1/2. Consequently, the difference of the highest and the lowest spin of states
in a 2N -multiplet is N/2. This strongly restricts the physical relevant types of su-
persymmetry because renormalizable interacting local field theories cannot contain
particles of spin higher than 1 (or only 2 if one includes gravity). Consequently,
one usually only considers supersymmetry with N ≤ 4 (or N ≤ 8 with gravity).
Moreover, under a CPT-transformation the spin is flipped, so a CPT-invariant

4because each state is either annihilated by an annihilation operator or not, which gives 2k choices
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multiplet must necessarily have integer difference between maximal and minimal
spin, otherwise the CPT-conjugated multiplet must be added. This leads to an
equivalence between the N = 3 and N = 4 cases. Hence, one usually considers
only the cases N = 1, 2, 4 (unless gravity is included).
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