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I The rmlts

We denote by H, the Siegel upper half plane which consists of ali

symmetric # X n-matrices with positive deﬁmte imaginary part by
- Sp,, (R)the real symplectlc group which acts on H, by the usual formula.

. A B
Z—>MZ =(AZ+ B)(CZ + Dy, M= (C D)' (1)

" - The Eichler imbedding
The Kronecker product of two matrices
. A = Am n); B = K b
is the (mr, ny)-matrix defined by -

i

Abll e Abl, .
AQB = oo ) @
Ab,, Ab,,“

Thls ptoduct is associative and bxlmear Furthermore the foilowing
- formulae are easlly verified (under obvious assumptions on the size of the
matrices) :

Ay ® B){As @ By) = (41 4;) ® (By By)
(AQB*=4"1Q B ' _
det (4® B) = (det Ays.(det By* (A=A, B=B®)
o(4 @ B) = o(A) o(B) (o denotes the trace)
4® BY = A’ ® B

-~ @ Indian Mathemnmal Sodety. 1687
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If A =AU and B = B™ are sym‘x;zetric matﬁcé_s;_ané has:
(4 ® B) [g] =o(4[G] B) _ ' G

where
G Glm.n) = (g], ary gn)

denotes an m X n-matnx and g the column vector

5

We use the usual notat:on |
A16] =G 46,

IfS= S“') Y = Yf") dre real symmet * -pos
S® Yis also symm ”nc" and positive deﬁn_ {

imbedding of Sregei half planes = - Bid i | T
Zry S® 4

which is compatible with the action of the sym plectic groupsin the follow-
ing sense. The mapping : S |

-"_' Sy (R)

®)

is-an injective homomotp
M (

We are now 801ng to g
tic group.

) The Siegel moda
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2) The theta group

| i 3 R
Too= {M = ( _ e I',, AB' and CD' have even diagonal
C D : C
. . . Ve .
clements . (8)

3) The main congruence group I
I'q] = ker (Sp (2)—> Sy, (Z/9Z). . 9

Y Iausa s group (6]
..=:ji,:P,,['q, 2q} = {M = I" [g], the diagonals of AB'/q and CD'[qg are even}.

: (10)
byiously
o ,,21-‘,,[1], a,u=Pn{1, 2]:
f“-) 'l"he generahzed Hecke groups
Fa,o[‘]l*-'{M g, C=0mod g} (1

- 65 For a symmuetric positive definite rat:onal matrix §= 5 we define

Pﬂ (S) {M = Spﬁn (R)’ M I‘m a} (12)

Because S is rational this group is obvio'ué'ly a congruence group, ie. it
' coﬂ”-_tgips ‘some main congruence gr.oup | (" [q} as subgroup of finite index.

' ‘!1 that S'is oalled even, if S is nntegral and if the elements in
te even, equmalently :

S’[g]WGmo(iZforgeZ'

} iﬂq.:th:ajt S,ls"'gv_en‘ and. that. g isa natural number such
Then T'5(S) contains the group I', 4[q] (11).

R maric Let g be a natural number such that
' ¢S and g5}
-\\,gmh are mtegrai. Then T, (S) contains Igusa’s group Talq, 241 (10).

‘ The proofs are trivial, [
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Theta series
We consider theta sems of the type
05,0 (Z; U, V) = N
PSUYG + UIZ)) £xp (mis{SIG + U/2] Z + V' G}) (13)

_'G‘-—G(xz) n)integral
Hereby r and n-are natural numbers and
1) §=8¢}is a positive definite real matrix,
2) U=Utwm, V= V(' M are (comp}ex) matrices, the so-called
characteristics, -
3) PG Z, dunc Z< w,isa poiynom’ia] on the space of rxn-

matrices with values in a ﬁmte-d:mensnonal complex vector space,

" 4) Z varies in the Siegel half-plane H,.

We are mainly interested in the case where P is a harmonic form w1th
. respect to a given rational representation -

ot Gl(n, C) - GI(Z).

1.3 DERINITION: A4 harmonic form with respect fo arattonal represematxon .

. fo Gl(n, O) - GI(Z}
is .« polynomial

) . P Q(n, L Z
: mth tke jbllawing two pmpgmes

S f.,P(XA)_,. p;(A)P(X),AaGI(n.GJ

are harmomc This: mlw&hﬁe P i i’aet p!urilmmomc, i.e. it satisfies
the system of dnﬂ'erent:af cquatxons

}):1 ax,, 3x}k =0 (1gj, k<n) (14
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_ -systems
convex there exists a unique holomorphlc function

hH,—»C

h(2Z)? = det (Z/i),
E(iY) = + v/ det ¥

h(@) = det 2y = v/ TP,

tion is not quite correct, because it might haﬁpen that
s Z, W in H, with the same determinant but different
st M be a real symplectic matrix with invertible D. We

M, Z)= VIt D h(Z)h(~2-* — DC) 15)

e oot is taken on the positive real or imaginary axis.

"M, 2) = et (CZ + pyr. (9

50 bela -positive -(real) matrix. We define for
- multiplier
S zs; . exp (nie (BDTIS[G]))  (1D)
LG e gin gl mp f )
¢ toot of det D has to be taken on the positive real
“i§ sasy to verify that the terms of the above sum
d.if one replaces . :
G+ G+ XD, xez . :
i8 well-deﬁned.
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The main formula
1.4 THEOREM. Let L -
P:gnn >z (dim_cz<.! w)
be a harmonic form' with respect to the rational repres-en.fqtibn'
- 00 Gl (n, ©) > GI(Z).
The theta series (13) 4
85, (Z: U, V): = exp (ris (U'V)/4) b5, p(Z; U, V) - (18)

, satt.sﬁes Jor all M € T'»(5) (9), (12) the. tmnsformanon fbrmula .
B, P (MZ; U, V) = es(M) det (CZ + D)m %o (cz + D)8, 5(Z; U, V)
_ (19
- where _ ‘ _

0 =Ud + 5 VC, ¥ = SUB + VD. - (20)
es (M) is a system of complex numbers of abso!ute value 1 which depends . |

on the choice of a holomarphic square root of det (CZ 4 D). If det D # 0,
they are defined by the formulae (15), (16), (7. '

Assume that the quadmtlc form S .and the characterlstlcs U, V are
rational. Then obviously there exists 4 rational number a1 such that the
theta-function (18) remains unchangcd under a: substatut_fon

) U|--->-U+mX VI-‘--)-V-I-mY X, YGZ(” ",
Formula (20) shows o
T=U, 17 ¥ mod m

4if M is contained in a smtable mam congnumee gmup One hence obtams
from 1.4: e .

1.5 CoroLLARY. If the qyadranc farmS and t "_"Cﬁ.“.ﬁ!\@ﬂ_‘eﬁst{cs uv,v
‘arerational, there exists 4. main, mgmennembgr L -

I‘u Kl T, (8)

Suchthat o o
~ - f(Z):'aes,p(z;U.V)]_;_

¥
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f) det (CZ + DY 0,(CZ + D)f (2) @1)

; a*natural number such that gS~ is even too. T hen

Ny f(Z) = 05,2(Z: 0, 0)

olal (A1) o
' M) det (CZ+ Dy po(CZ + D) f(Z)

me that S is integral and that g is a natural number
| too, Let furthermore V==V ™ be an integral
nd §-1[V] are both integral. Then the function

L pESIRG) exp (_ o {SIGI1Z + 2V’G})
Z" mo

+s2ve)
#nd:Cjg hence S-* VC are integral. The transfor-

_eft _(-c_z_+ DyRe(CZ+D)f(Z) Q2



Ly eﬁén- Yoo, A&mme furikermore

re= 0 mod 2.
_ s -

,S(M) - (ug_‘ie_‘_@) , 23)

etD

e,

: for d”M e I‘#,. [41.-

o D-_)%f'* 0 (Z)

. @4)
i .ghg-fs'ih;ple_st theta serles,namely o
fe1 (=0 ), 1(Z; 0, 'o))..) )

Ofcourse Ve (M) depend' o1l .he chmce of the root of det (CZ + D),

In"case of an invertible D we méy 5 th/e' agreements (15), (16) and obtain
Vo (M) =vdetD L. . exp(ai (;91)‘9-1-[3}))

s €z D o
' (Méi',,, o cffet; D #0) (26)

§
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s(M)=n (M) @
tions (6), (17, (26).

faﬁon of vy (M}, M &7y, 4, is very difficult and the results

fe: 'Ihe formulae are classical in casen = 1. Incasen 3 1
/ ftﬂa 1.4-and seveéral consequences have been proved in the
tiened paper of Andrianov and Matloletkin [1]for speclal har-
j ..namely finite sums . -

P(X) = g; det (A'X):, A'A = 0
. (X= X(r, n)i.‘A = Al 7)) .

rved that in case k'= 1 the condition A’A4 = Oisnot necessary.
t-clear how to generalize their method to the case of general
ued) P. If one is only interested in the fact that theta-functions
B) are for rational S, 4, B modular forms of some level ¢
1.,5) and not in precise informations about possible ¢ — s and
systems one can avoid the precise formula in 1.4. A direct
-0_'1%_‘1}5 can be found for example in Mumford’s book [8).

t funct:ons }
P:-.é(fe msZ (dim Z<w)
«cmn with respect to some rational representation

ot Gi(n, G) - Gl (Z)
lyniomial

Rg)=P(SRG), (@8
g big b]ﬂmn;v’éptor .com_ing' from G, i.c.

@)




.One obvzously has

m@'

“is the so-cal}ed charactenstw and
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We may consider the theta series on H,,, Co :

:

f(2):2 ?:.Pu(g) e*mn— em, oa(Z.O 0>'7-' - (30)
where : .

= | Qk(g) Ixfgﬁ 2

¥

S feen= es,fcz o ) - e

The idea of the proof of transformatnon formulae ,ﬁf ﬂs, » umier I‘,, S
is to- reduce it to that of f under the big group Ta; 4 Incase of a trivial
coefficient P = 1 this method has been used by Eichier.[2] (in case = 1)
and by Andrianov-Maloletkin in the already mentioned paper [1}; In the
case of general P a certain difficulty arises, namely; Evenif P isa harmonic™
form, the function P, needs not to be a form (with. respect to some rep-
resentatlon of GI(rn; ©). We hence are forced to consider also more general
coefﬁclent functions. A good class of coefficient furictions which is stable
unge.r the transformatlons which we need i is given by the followmg

2. 1 DBFINIT[ON. A coefficient ﬂmction isa mappmg

e P@xm+a
-be written as

. A
where Py, i

morphic functions
Oﬂ-.‘.H’u-‘ : ‘

Orlm(Z) = 3 @+ G

PO=P62)

) coeﬂicnent function i in the sense of 2.1,

o

ki o -
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r very soon why we are forced to admit a Z-dependency
_-function and why we are forced to admit coefficient
-are not harmonic (as functions of g).

ON. The Gauss-transform of a polynomial P on G is

P*(x) = J. P (x |- ) e gy,
. Rn

™ again is a polynomial.
. The Gauss-transform of a polynomial P is

P*(x)= 024 P(x) = > J_lf (4%)1 P(x) - (33)
A= 2 9%0%x,

e. Gauss-transformation is invertible,

P = g4 P, ' " (34)

Fa,

s well-known lemma can be found in [3], III, 3.2,

y formulate the general theta involution formula we need
‘namely a holomorphic matrix valued square root on
alf-plane. '

xists a unique holomorphic mapping

{1H; — Zn

netric n X n-,matrices)

P
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Notations
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g 2y = 1(2),

]

FOEHCTON

I ‘[el(i"}./u (t)] =0 )

é‘n‘t:_é ‘may define

hecause the matr:ces a(t), () generate a commutanve algebra, Hence the
matrix in the bracket is coustant and we obtam R

.. OF, in the special case £ =1

. Uniqueness of I:

el = a;(t)

o, Z) Zﬁ. 'x 5 . ,-

: -only one symmetnc real matrix 4 with the prdperty

ed —'_—.}_;'.‘ -

ﬁ_,\\'[:] (-#-Z+11:-.=::éxg (mia'bf2y det (Z[i)'/2 8 [ - ] (Z)

v

It has to be shown that for ea_cli Y > 0 there exists

(36)
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 where Q (g, Z) is the Gauss-transform of the polynomial
& :

oy Cub—P ((Z/i)u, — zZ-h
at _
—i(Zfi)titg,

" Remark. Even if P (g) = P(g, Z) is a harmonic polynomial independent
of Z the transformed polynomial Q (g, Z) in general depends on Z and
is'no longer harmoaic in g.

: 'Praaf._ We proceed as usual and notice that the function

exp (ria’b{2) 6p [M] (Z)

- s periodic as function of @ and admits a Fourier expansion

Y. «(g) exp (mig'a).
g )

I4

The Fourier coefficients. can be computed by means of the Fourier

ntegral. If Z = iY is porely imaginary one obtains
1 1
«(g) =°[ :nj DRI
' exp (—w{Y[h+a] —ib' (B + 0) —i2g’a)) da
= j j P(x, lY) exp (—n {¥[x]— i(b—2g) x}) dx (37)
= exp (— nY~1[g — bj2]) J I P(x,iY)
exp (—n{¥Y[x +iY{g — b/)]}) dx
Ceep(—nrifg—b2) | [ Per-ivie—em),in)
r - exp (— = Y[x]) dx.
the substitution .

¥ =YWy, dx = det YH2 du
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w0 o]

a(g) = det Y-V% exp (— 17:_19—1 g — bj2]) [ J- P(Y-Yy—

- -

- iY-1 (g — bj2), iY) exp (— n'u) du.

We now have proved 2.5 in the special case Z =1iY. The general case
follows by analytic continuation. [

We now want to determine the action of arbitrary modular substitu-
tions on the theta-series 6p [m] and recall firstly the (affine) action of the
modular group on charactetistics. One defines '

I D—Cl[a] [(CD%
A A i S
~p 4]ls] LByl

A B a
M = =l m e Q2
¢ D b

Hereby S, denotes in general the column-vector made from the di-
agonal-elements of S. One has

MN {my = M (N {m}} mod 2. (39)
2.6 PROPOSI_T]ON There exists a uniqué- action of the modular group Un
on-the space of all coefficient functions . . '
(P, M) — Py
such that Py = P, if P is constant and such that the transformation Jformula
6p [m] (MZ) =w (M, m) det (CZ -+ D)4 8p,, [M~* {m}] (Z) (40)

holds. Here w{(M, m) is a system of bamplex numbers which is independent |

of Z and of P.

-Of course w (M, ’;n) depends on the choice of a holomorphic root of
det (CZ + D).

Proof of 2.6. Uniqueness of Py: The system of numbers w{(M, m) is
determined by the demand Py = P for constant P. The coefficient-function
of a theta-series is uniquely determined by the theta function which is
immediately clear if one considers b as variable.
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‘_ Existence of Py If the formula is true for M and N it is also. true for
- M. N. This follows from -
_ (M-N){m} = M {N{mj} mod 2
ahd'frém the fact that a change of the characteristic mod 2 can be absor-
“bed by'the coefficient-function:

: 03 [m) = 0z [m] if 1 = m mod 2
where '
B (g, Z) = oxp [ib’ (a — @f2] P (g + (a — D2, 2).

1t is hence sufficient to prove the traasformation formula for generators

of thé modular group, hence for
a) Z——Z+8; §S=5 integral,

b) Z+—> —Z7%

The case of a translation is trival. The case of the involution has been

© treated in 2.5. [

 “The determination of w (M, m) is difficults A simplification is obtained

*if one restricts to the case where M is contained in the theta groupT's, s
which is characterized by '

' (CD"), = (AB'), = 0 mod 2

- equivalently

M- {my= M mmod 2

(The last formula in connection with (39) shows that ', s is 2 group). in
this connection it is convenient to use the modified theta-series

8p [m] (Z) = exp.(mia’ b{4)0p M) (Z) (41)
From 2.6 we obtain a transformation-formula
Bp [m] (MZ) = v (M, m) det (CZ + D)* Beort M’ 1) (Z)
- Melye ' (42)

4115_1?(M, m) is normalized by the demand
' PM = P if P is constant.

iii'se PM can be expressed by Py, but we do not need that.
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Actually v (M, m) is independent of m! A proof of this remarkable fact
can be found in [6]. We hence obtain.

77 PROPOSITION. There exists aunique action of the theta group T'n, s ON
the space of all coefficient functions
(P, M) oy PM

such that PM = P if P is constant and such that the Sformula

§p [m1] (MZ) = vo (M) det (CZ -+ Dy 0pm [M' m}(Z) (43)
holds for all M & T, o, Here vo(M) is a system of complex numbers of
absolute value | which is independent of Z, m and P.

In the next section we will determine an explicit formula for the action
(P, M) — PM and for v, (M).

IIl The action of the theta gronp on coefficient functions

We describe the action (2.7)
(P, M) +—> PM (M & Tu,0)

in case of an invertible D.

If the determinant of D is different from 0 one has

MZ = W-+ R (49)

where
R—=BD", W=D-1Z(CZ+ D)y - {45).

The matrix R is rational and symmetric. Hence W is contained in -the
half-plane H,. One has

0p[m) (MZ) =Y, P(g + af2, MZ)
exp (=i {W[g + al2]+ Rlg + /2] + b' g}
exp (miR [a}/4) Y0 P (g + 4/2, MZ)
exp (i {W[g + a/2] + R[g] + (Ra + ) g}). (46)

We want to simplify the formula and assume b = — Ra which is sufficient
for our purpose. We notice that Rig] remains unchanged if one replaces

g by g Dh, hintegral.
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4 tums through a system of representatives of Zr/DZ* one obtains
¢xp (wiR [a}/4) Z:w exp (miR[g) L , P(gy+ Dg + af2, MZ).
So MO

g integra

-exp (xiW[g, + Dg + af2]). (4T)

. We puit
a=D"a+2g), b=0
P(g, Zy =P (Dg, Z[D']+ R), (48)
hence
S P(g, WD) =P (Dg, MZ) (49)
dnd obtain
exp (niR[a]/4) %, = exp (miR[go])-0 [r] (W [D). (50

" Now we apply the inversion formula 2.5
0p[m] (MZ) = exp (miR [a]/4) det (— W[D]-Yi)2
—b
b2 5P (wiR [2,]85 [ . ] (=W G

) mod
o _ . a

. Here 0 (g, Z) is the Gauss-transform of the polynomial

uvr— P(Z)iyPu, — Z7Y) = P (D-(Z[))Pu, — Z D] + R)
at —i(Zfiyng.

We have now replaced in the transformation-formula (43) MZ on the
1eft hand side by

fe T WDl = - Z-1 = D1, (52)

The same will be done on the right-hand side. One has

- Ta A4 CTa '
A= t=Mm= . ’ (53)
8 B pils) |
3 hence because of b = — Ra '

\‘\ o= D-—l d, B — 0.

om the inversion formula (2.5) follows
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8pm [M' m] (Z) = det (Z[i)~/168gm [“ ﬁ] (— 2-1). (54)
| (=2

Here OM (g, 2Z) is the Gauss-transform of the polynomial

U > PM ((Z[M2u, — Z7)
at : _
_, —i(Zfi)eg.
If one makes use of

B [m] = exp (— iR al/4) 6p [m]
o0 [ M 1] = Ot [ M 1] (55)
because of b —= — Ra, the transformation formula (43) equals

det (— (Z-1+ DLO)fiye- L, (iRl

(g — 2"~ DC)

g integral
exp (wi {— Z-[g] — D1 Clgl + &' D~ (a+ 280}
= vs(M) det (CZ + Dy det (Zfiyu2 | |
QM (g, — Z7) exp (i {~ ZM[g] + &' D). (56)

g integral

This is an identity between Fourier Serics with respect to the variable a.
Comparison of the Fourier-coefficients gives for each fixed g

det (— (Z-1+ D)8 ¥ exp (iR[g])
) fomod D

0(g, —Z+ — D C) exp (i {— D' C[g] + 2¢' D g})
= vy (M) det (CZ + D)2 det (Z}i)-V*- QM (g, — Z-Y). &)
or . '
3 (g, — Z — D= C)-(det Dy-12
b exp (mi{R[g,] — D~ Clg] + 2¢' D' &,))

gomod D
= vy (M)-Q¥(g, ~ Z7%), | , (38)
In the special case P(g, Z) =1 one has

" P(g,2)=0(g 2)=1
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aud
- PM(g, Z)=0M (g, Z) = 1.

We hence obtain the well-known formula for the multiplier system

" v(M) = (det Dy . Y, exp (ri (Rlgo] — D-iC[g] 22" D gg)). (59)

. 6 MO
This sum is especially independent of g and hence has to be computed

o only for special g, for example g = 0. A second application of (56) now
. .gives us '
Q(g, —Z1— D' C)=0QM(g, —Z). (60)

3.1 ProposiTioN. The action
(P, M) > PM  (det D # 0)
of the theta-group on the coefficient functions can be described as follows,

- Let § (g, Z) be the Gauss-transform of
| ur—> P (D-(Z[i)?u, = Z[D] + B)
~ at '
‘ —i(Zfi)*g
and let QM (g, Z) be the Gauss-transform of
U —> PM (Z[)"?u, — Z)
at
: — i{Zji)+2g.
- -Then.
oM(g,— ZY=(0(g, — Z - DC). (61)

This proposition gives in fact an explicit formula (which we do not
write down) because the Gauss- transformation is invertible (2.3).

The action described in 3.1 can be simpiified if P satisfies certain con-
ditions of harmonicity.
3.2 Remark. Assume that P =P (g, Z) is a coefficient function. Let
(Z, M), ZcH,, ME T,
B Va‘:p'a‘ir, such that the two polynomials

ur—s P(D((— Z-1 = DIO)fiy )
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and

ub—r P((DZ-14 Cy (Z[i)1*u)
are harmonic. Then

PM (g, Z)=P((CZ + D)g) (62)
Proof. The first condition of harmonicity implies
Q%(ey =27 =0(g, ~ 2 — D1 C)= P (D21 4 ) ).
From the second one follows, that |
Ub—>r QM (Z/D)13y, - Z-1
is harmonic, Consequently
Q¥(g, —Z Y =Pu(g, 7).
IV Eichier’s imbedding trick

We now consider theta series with respect to a positive (symmetric and
real) matrix S = S of the type '

b..(Z; U= T PG+ Uj2), z)
G & Zim m

exp (nis {S[G + U2 Z + VG'}) (63)

where U = Ut ), = pir, m gpe arbitrary complex. matrices (the charac-
teristics) and where P (G, Z) is'a coefficient-function analogous to 2.1
{i.e. P is a polynomial of bounded degree in G whose coefficients depend
holomorphically on Z). We denote by g, a, b the big column-vector (in
Cr") which corresponds to the matrices G, U, ¥ (29). If we define

P8, 2):=P(G, 2) (64)
we have (with notation (32)

. a
Os, p(Z; U, V) = Op, [m) (S ® Z) (m — (b) ) (65)
From the inversion formula 2.5 we obtain

4.1 PROPOSITION. We have
s, r(— Z71; U, V) = exp [ris (U’ V)/2} (det §)-—n
det (Zfiy2 85, o(Z; — ¥, U) (66)
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for all M €T, (S) with invertible D.
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U=UA+ S VC, V=SUB+ VD
es (M) = vy (M5)

It is easy to prove that an arbitrary congruence group. I'c Sp,(R) is
generated by the set of all

Me&T, det'D #0

Hence formula (67) is valid for all M & T, (S)Awith certa,i'n numbers
es{M) of absolute value 1 which depends on the choice of the square-

root of det (CZ + D).

#

All results stated in section I now have been proved.
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