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ABSTRACT. We analyze existence, uniqueness and regularity of solutions for perturbations of the
Spence-Abel equation for the Rogers’ dilogarithm. As an application we deduce a version of Hyers-
Ulam stability for the Spence-Abel equation. Our analysis makes use of a well-known cohomological
interpretation of the Spence-Abel equation and is based on our recent results on continuous bounded
cohomology of SL2(R).

1. INTRODUCTION

Given a system of functional equations, it is natural to investigate whether solutions to small
perturbations of the equations remain close to solutions of the original system. This type of
stability analysis is often referred to as the (generalized) Hyers-Ulam problem since it was
popularized by Ulam [35, Chapter 6], and the first major results (concerning the linear functional
equation) were obtained by Hyers [19]. The investigation of generalized Hyers-Ulam stability
has branched out into several different directions. In the case of of the linear functional equa-
tion on general groups it has led to the study of real-valued quasimorphisms (a notion closely
related to bounded cohomology in the sense of [14]) and more generally perturbations of unitary
representations [7] and quasimorphisms with non-commutative target [16, 12]. There is also a
wide literature concerning Hyers-Ulam stability of non-linear functional equations, whose devel-
opment up to the late 90’s is summarized in the monograph [20]. For more recent developments
and applications see also [22, 24].

The present article is concerned with Hyers-Ulam stability of the Spence-Abel equation,
the functional equation of the Rogers’ dilogarithm. This functional equation is substantially more
involved than the equations whose Hyers-Ulam stability was considered previously. Before we
state our stability result, let us briefly recall some background concerning the Rogers’ dilogarithm
and its functional equation.

Rogers’ dilogarithm arises as a certain symmetrizations of the restriction of the dilogarithm
Li2 to (0,1). On this interval the dilogarithm can be given either by an integral or a convergent
power series [26, 11]:

Li2(x)=−
ˆ x

0

log(1− t)
t

dt =
∞∑

n=1

xn

n2 .

As Zagier has pointed out [36], “[t]oday one needs no apology for devoting a paper to this function”.
This is partly due to the applications that the dilogarithm has found in conformal field theory
[9, 10, 23, 31], but also due to its ubiquity in different areas of mathematics including (but not
limited to) hyperbolic geometry [4], cohomology of Lie groups [2, 8], algebraic K-theory [3, 13,
27] and modular forms [30]. Numerous mysterious identities involve the dilogarithm [36], most
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notably the 5-term equation, which was discovered independently by Spence [17], Abel [1], Hill
[18], Kummer [25] and Schaeffer [34]. For 0< x < y< 1 it can be stated as

Li2 (x)+Li2 (y)+Li2
(

1− x
1− xy

)
+Li2 (1− xy)+Li2

(
1− y
1− xy

)
= π2

6
− log(x) log(1− x)− log(y) log(1− y)+ log

(
1− x

1− xy

)
log

(
1− y
1− xy

)
.

A century after Spence and Abel, Rogers [33] observed that a certain symmetrization of the dilog-
arithm obeys a much simpler 5-term equation. He introduced the function L2 : (0,1) → R given
by

L2(x) :=−1
2
·
ˆ x

0

(
log(t)
1− t

+ log(1− t)
t

)
dt = 1

2
(Li2(x)−Li2(1− x)+ζ(2)),

which is nowadays referred to as Rogers’ dilogarithm, and pointed out that for this function
the 5-term equation for the Euler dilogarithm simplifies to

L2(x)−L2(y)−L2

(
x
y

)
−L2

(
y−1
x−1

)
+L2

(
x(y−1)
y(x−1)

)
= 0 (1.1)

for all 0< x < y< 1. This equation is often referred to as the Spence-Abel functional equation
for L2. By construction, Rogers’ dilogarithm also has the reflection symmetry

L2(1− x)= ζ(2)−L2(x). (1.2)

It is an amusing exercise in differentiation to prove that L2 is in fact the only three-times dif-
ferntiable function on the interval (0,1) satisfying (1.1) and (1.2) (see [8, Appendix A]). Proving
uniqueness under lower regularity assumptions is a much harder problem. It was only estab-
lished relatively recently by Burger and Monod [6] that any measurable solution of (1.1) and (1.2)
has to agree with Rogers’ dilogarithm almost everywhere. This implies in particular, that Rogers’
dilogarithm is the unique continuous solution. Concerning Hyers-Ulam stability of the system
(1.1) – (1.2) we have the following main result:

Theorem 1.1 (Stability of the Spence-Abel system). Let L : (0,1) → R be a measurable function
such that

sup
x,y∈(0,1)

∣∣∣∣L(x)−L(y)−L
(

x
y

)
−L

(
y−1
x−1

)
+L

(
x(y−1)
y(x−1)

)∣∣∣∣≤ ε
and L(1− x)= C−L(x) for some ε> 0 and C ∈R. Then

‖L−L2‖∞ ≤ 11 ·ε+6 · |C−ζ(2)|.

This stability result is a consequence of a detailed study of the perturbed Spence-Abel system

L(x)−L(y)−L
(

x
y

)
−L

(
y−1
x−1

)
+L

(
x(y−1)
y(x−1)

)
= R(x, y), ((x, y) ∈P2) (1.3)

L(1− x) = C−L(x), (x ∈ (0,1)) (1.4)

for an arbitrary choice of constant C ∈R and right hand side R. Here, R is supposed to be a real-
valued function on P2 := {g : {(x, y) ∈ (0,1)2 | x < y}, and L is a real-valued function on the open
interval (0,1). We refer to (1.3) as the perturbed Spence-Abel equation and to (1.4) as the
perturbed reflection symmetry.

We establish the following results concerning existence, uniqueness, boundedness and regular-
ity of solutions. Here L0 denotes the space of all measurable functions modulo almost everywhere
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vanishing functions, Cω denotes the space of all real-analytic functions and P3 := {(x, y, z) ∈ (0,1)3 |
x < y< z}.

Theorem 1.2. The perturbed Spence-Abel system (1.3) – (1.4) has the following properties.

(Uniqueness) For every R ∈ L0(P2) and C ∈ R the system (1.3) – (1.4) has at most one
solution L(R,C) ∈ L0((0,1)).

(Existence) Given R ∈ L0(P2) and C ∈ R, the system (1.3) – (1.4) admits a solution if and
only if R satisfies the following equations for almost all (x, y, z) ∈P3:

R(x, y)−R(x, z)+R(y, z)−R
( x

z
,

y
z

)
−R

(
z−1
x−1

,
z−1
y−1

)
+R

(
x(z−1)
z(x−1)

,
y(z−1)
z(y−1)

)
= 0, (1.5)

R
(
1− y,

1− y
1− x

)
−R(x, y) = 0. (1.6)

(Boundedness) Given R ∈ L0(P2) satisfying (1.5) and C ∈ R, the function L(R,C) is essen-
tially bounded if and only if R is essentially bounded.

(Regularity) Assume that R ∈ L∞(P2) is essentially bounded and satisfies (1.5) and let
C ∈R and k ∈N∪ {0,∞,ω}. Then L(R,C) is of class Ck if and only if R is of class Ck.

(Continuity) Assume that R1,R2 ∈ L∞(P2) are essentially bounded and satisfy (1.5) and
let C1,C2 ∈R. Then

‖L(R1,C1) −L(R2,C2)‖∞ ≤ 11 · ‖R1 −R2‖∞+6 · |C1 −C2|.

Equation (1.5) is called the 6-term equation for R. Both the Spence-Abel equation and the
6-term equation admit a cohomological interpretation. We learned about the cohomological inter-
pretation of the Spence-Abel equation from [6], and although the idea seems to have been around
for some time, this is the only explicit reference we know. Developing this idea further, we provide
in the present article a dictionary between functional equations such as (1.3) – (1.4) and corre-
sponding cohomological statements. This dictionary is really at the heart of our approach, and
although the statements of Theorem 1.2 do not involve any cohomology, our proofs are entirely
cohomological.

It follows from our dictionary that the existence and uniqueness statements in Theorem 1.2
can be reinterpreted as vanishing results in measurable cohomology in degrees 3 and 4 for the
PSL2(R)-action on the circle. These vanishing results can be obtained by identifying the mea-
surable cohomology of the boundary action of PSL2(R) with the measurable group cohomology of
PSL2(R). To put this last result into perspective, let us mention that the measurable cohomol-
ogy of any semisimple Lie group is expected to be realizable over the Furstenberg boundary. For
PSL2(C) this conjecture was established by Bloch [2], but there are major technical difficulties in
generalizing his argument to wider classes of groups. Recently, a breakthrough in this direction
was achieved by Pieters [32], who established the conjecture for all real-hyperbolic groups. This
includes in particular the case of PSL2(R) which we need here (and which is by far the simplest
case).

Our contribution lies mainly in establishing boundedness of the solution for a given bounded
right-hand side. In cohomological terms, this amounts to proving vanishing theorems for the
continuous bounded cohomology of PSL2(R) in degree 3 and 4. (Here, (continuous) bounded coho-
mology is understood in the sense of [14, 21, 5, 29].) In degree 3, the relevant vanishing theorem
is due to Burger and Monod [6], whereas the vanishing theorem in degree 4 was established in
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[15]. The boundedness part of Theorem 1.2 is essentially a straightforward application of these
two theorems.

In order to establish the final two parts of the theorem we capitalize on the fact that the proof of
the vanishing theorem for the 4th continuous bounded cohomology of PSL2(R) provided in [15] is
constructive. Namely, in [15] we construct for every 4-cocycle an explicit primitive by integration.
This means that for a given bounded measurable right-hand side R we solve the system (1.3)
–(1.4) explicitly. The result is as follows:

Theorem 1.3. Assume that R ∈ L∞(P2) satisfies (1.5) – (1.6), and let C ∈ R. Then the unique
solution L(R,C) of (1.3) – (1.4) is of the form

L(R,C)(x) = C/2− 1
2π

ˆ 2π

0
c(R,C)

(
eiψ,1,−1,C (x),−i

)
dψ

−
ˆ −x−1

2x

0
F[

(R,C)

(
2 ·arccot

(
−t+ 1− x

2x

)
,2 ·arccot

(
−t− 1− x

2x

))
dt

+
ˆ x+1

2

0
F[

(R,C)

(
2 ·arccot

(
−t+ 1− x

2

)
,2 ·arccot

(
−t− 1− x

2

))
dt

−
ˆ 1

2

0
F[

(R,C)

(
2 ·arccot

(
−t+ 1

2

)
,2 ·arccot

(
−t− 1

2

))
dt

+
ˆ x

2

0
F[

(R,C)

(
2 ·arccot

(
−t+ x

2

)
,2 ·arccot

(
−t− x

2

))
dt,

where c(R,C) ∈ L∞((S1)5) and F[
(R,C) ∈ L∞((0,2π)2) are certain explicit functions constructed from

the function R−C/2 as explained in Subsection 4.4.

Both regularity of the solution and continuous dependence on initial conditions are conse-
quences of these explicit formulas. In particular, applying our integration formulas to the original
Spence-Abel system we obtain a new formula for Rogers’ dilogarithm.

Theorem 1.4. The Rogers’ dilogarithm L2 is given by the formula

L2(x) = ζ(2)
2

− ζ(2)
2π

(
arctan

(
2x

1− x2

)
+ π

2

)
−
ˆ −x−1

2x

0
F[

c

(
2 ·arccot

(
−t+ 1− x

2x

)
,2 ·arccot

(
−t− 1− x

2x

))
dt

+
ˆ x+1

2

0
F[

c

(
2 ·arccot

(
−t+ 1− x

2

)
,2 ·arccot

(
−t− 1− x

2

))
dt

−
ˆ 1

2

0
F[

c

(
2 ·arccot

(
−t+ 1

2

)
,2 ·arccot

(
−t− 1

2

))
dt

+
ˆ x

2

0
F[

c

(
2 ·arccot

(
−t+ x

2

)
,2 ·arccot

(
−t− x

2

))
dt,

where

F[
c(ϕ1,ϕ2) = ζ(2)

4π2 · ((3ϕ1 −2π)(cos(ϕ2)−1)− (3ϕ2 −4π)(cos(ϕ1)−1)
)
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+3ζ(2)
8π2 ·

(
sin(ϕ1) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ1/2)

)
−sin(ϕ2) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ2/2)

))
.

This article is organized as follows: In Section 2 we provide a dictionary between cohomologies
of certain complexes of PSL2(R)-invariant functions on tori and solutions of certain functional
equations. Existence and uniqueness for the perturbed Spence-Abel system are then deduced in
Section 3 from the cohomological vanishing results mentioned above. Section 4 is concerned with
explicit integral formulas for solutions of the perturbed Spence-Abel system. In particular, we
derive the desired regularity and continuity results. Finally, in Section 5 we derive the above
formula for Rogers’ dilogarithm.

Acknowledgement: The authors thank Nicolas Monod and Hester Pieters for their patient
explanations concerning [6] and [32] respectively. They are indepted to Marc Burger, Simeon Re-
ich and Themistocles Rassias for pointing out various references concerning Hyers-Ulam stability.
T.H. was partially supported by ISF grant 2021372. A.O. was supported by the European Research
Council under ERC-Consolidator grant 614733 “Deformation Spaces of Geometric Structures".

2. COHOMOLOGICAL FORMULATION OF THE 5- AND 6-TERM EQUATIONS

2.1. The boundary action of PU(1,1) and the cross ratio. We consider the action of the group
PSL2(C) on the extended complex plane Ĉ=C∪ {∞} by Möbius transformations(

a b
c d

)
.z = az+b

cz+d
.

Given a space X we denote by X (n) ⊂ X n the subset of n-tuples of pairwise distinct points.

Definition 2.1. The cross ratio [− :− :− :−] : Ĉ(4) →C is the function given by

[z1 : z2 : z3 : z4] := (z1 − z3)(z2 − z4)
(z2 − z3)(z1 − z4)

((z1, z2, z3, z4) ∈ Ĉ(4)).

The cross ratio as defined above is the unique PSL2(C)-invariant function on Ĉ(4) subject to the
normalisation

z = [z : 1 : 0 :∞]= [∞ : 0 : 1 : z]. (2.1)

We warn the reader that there exist several other normalization conventions for the cross ratio in
the literature. We will always stick to the normalization above. With this normalization we then
have the following cocycle identities for all z ∈ Ĉ\{z1, . . . , z4}:

[z1 : z2 : z3 : z4]= [z1 : z : z3 : z4][z : z2 : z3 : z4]= [z1 : z2 : z3 : z][z1 : z2 : z : z4]. (2.2)

We will be interested in the subgroup G :=PU(1,1)<PSL2(C), whose elements are represented by
matrices of the form

ga,b :=
(
a b
b̄ ā

)
,

with a,b ∈ C subject to the condition |a|2 −|b|2 = 1. The action of G on Ĉ preserves the unit disc
D⊂ Ĉ and its boundary, the circle S1. We refer to the action of G on S1 as the boundary action
of G.
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2.2. Orbits of cyclically oriented points and cross ratio coordinates. The boundary action
of G = PU(1,1) on S1 induces a diagonal action of G on (S1)k for every k ∈ N, which commutes
with the natural action of the symmetric group Sk by permuting the coordinates. Both actions
preserve the open subset (S1)(k) ⊂ (S1)k, and we are interested in the G×Sk orbits in (S1)(k).

The G-action on (S1)(3) is free and has exactly two orbits (S1)(3,±) given by positively and neg-
atively oriented triples respectively. Indeed, this follows from the fact that PGL2(R) acts sharply
3-transitively on R̂(3) and that the index 2 subgroup PSL2(R) preserves the subset R̂(3,+). Even
permutations in S3 preserve these two orbits, whereas odd permutations exchange them.

Definition 2.2. Let k ≥ 3. A k-tuple (z1, . . . , zk) ∈ (S1)(k) is called cyclically oriented if there
exist (θ1, . . . ,θk) ∈R such that z j = eiθ j for all j = 1, . . . ,k and

θ1 < θ2 < ·· · < θk < θ1 +2π.

We denote by (S1)(k,+) ⊂ (S1)(k) the set of cyclically oriented k-tuples.

For k = 3, cyclically oriented triples are the same as positively oriented triples, hence the nota-
tion is compatible with the previous one. Note that every ordered subtuple of a cyclically oriented
k-tuple is cyclically oriented, and that a k-tuple is cyclically oriented if and only if every ordered
4-subtuple is cyclically oriented. We can use these facts to characterize cyclically oriented k-tuples
by means of cross ratios.

Lemma 2.3. Let (z1, . . . , zk) ∈ (S1)k. Then (z1, . . . , zk) is cyclically oriented if and only if (z1, z2, z3)
is cyclically oriented and

0< [z2 : z3 : z1 : z4]< [z2 : z3 : z1 : z5]< [z2 : z3 : z1 : z6]< ·· · < [z2 : z3 : z1 : zk]< 1.

Proof. Consider the function f0 : S1 \{z1, z2, z3}→R given by f0(z)= [z2 : z3 : z1 : z]. It follows from
the explicit formula for the cross ratio that f0 extends to a homeomorphism f : S1 → R̂ such that
f (z1)= 1, f (z2)=∞ and f (z3)= 0. In particular, z lies between z3 and z1 if and only if f (z) ∈ (0,1)
and z j lies before z j+1 if and only if f (z j)< f (z j+1). �

The lemma motivates the following definition.

Definition 2.4. Let k ≥ 4 and (z1, . . . , zk) ∈ (S1)(k,+). Then the numbers λ1, . . . ,λk−3 ∈ (0,1) given
by

λ j := [z2 : z3 : z1 : z j+3]

are called the cross ratio coordinates of (z1, . . . , zk).

If we abbreviate by Pn the parameter space

Pn := {(x1, . . . , xn) ∈ (0,1)n | x1 < x2 < ·· · < xn}⊂ (0,1)n,

then by Lemma 2.3 cross ratio coordinates define a map

Λ : (S1)(k,+) →Pk−3, (z1, . . . , zk) 7→ (λ1, . . . ,λk−3).

To see that this map is onto we recall that the Cayley transform C : Ĉ → Ĉ is the Möbius
transformation given by

C (z)= z− i
z+ i

, C −1(w)= i
1+w
1−w

.
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The Cayley transform restricts to a bijection C : R̂→ S1 and intertwines the PSL2(R)-action on R̂

and the G-action on S1. Since C (∞,0,1)= (1,−1,−i) we can reformulate the identity (2.1) as

C −1(z)= [∞ : 0 : 1 : C −1(z)]= [C (∞) : C (0) : C (1) : C (C −1(z))]= [1 :−1 :−i : z] ∈R\{0,1}.

Lemma 2.5. Let (λ1, . . . ,λk−3) ∈Pk−3. Then

(z1, . . . , zk) := (−i,1,−1,C (λ1), . . . ,C (λk−3)) ∈ (S1)(k,+)

and (λ1, . . . ,λk−3)=Λ(z1, . . . , zk). In particular, Λ is onto.

Proof. By definition, (z1, z2, z3)= (−i,1,−1) is cyclically oriented and for every j = 4, . . . ,k we have

[z2 : z3 : z1 : z j]= [1 :−1 :−i : z j]=C −1(z j)=λ j−3.

Thus the lemma follows from Lemma 2.3. �

Since G acts sharply 3-transitively on (S1)(3,+), it follows from Lemma 2.3 that Λ induces a
bijection G\(S1)k →Pk−3. In particular, G-invariant functions on (S1)(k,+) correspond bijectively
to functions on Pk−3 via Λ.

Lemma 2.6. If (z1, . . . , zk) ∈ (S1)(k,+) has cross ratio coordinates (λ1, . . . ,λk−3), then (zk, z1, . . . , zk−1)
has cross ratio coordinates (λ̃1, . . . , �λk−3) given by λ̃1 = 1−λk−3 and

λ̃ j = 1−λk−3

1−λ j−1
( j = 2, . . . ,k−3).

Proof. By the standard symmetries of the cross ratio we have

λ̃1 = [z1 : z2 : zk : z3]= 1− [z2 : z3 : z1 : zk]= 1−λk−3,

and for j = 2, . . . ,k−3 we deduce from the cocycle identity (2.2) that

λ̃ j = [z1 : z2 : zk : z j+2]= [z1 : z2 : zk : z3][z1 : z2 : z3 : z j+2]

= (1− [z2 : z3 : z1 : zk]) · 1
1− [z2 : z3 : z1 : z j+2]

= 1−λk−3

1−λ j−1
. �

2.3. Alternating functions in cross ratio coordinates. Our next goal is to single out the
alternating G-invariant functions on (S1)(k) in terms of their cross ratio coordinates. Here a
function f : (S1)(k) →R is called alternating provided

f (zσ(1), . . . , zσ(k))= (−1)σ f (z1, . . . , zk) (σ ∈Sk, (z1, . . . , zk) ∈ (S1)(k)),

and we denote by Falt((S1)(k)) the space of all such functions.

We observe that every (x1, . . . , xk) ∈ (S1)(k) can be permuted into a cyclically oriented k-tuple. If
we denote by Ck ⊂Sk the cyclic group generated by the cycle σk := (12. . .k), then this induces a
bijection

(S1)(k)/Sk ∼= (S1)(k,+)/Ck. (2.3)

Proposition 2.7. For k ≥ 4 the following spaces are in bijection:

(1) the space Falt((S1)(k))G of G-invariant alternating functions c : (S1)(k) →R;
(2) the space Falt((S1)(k,+))G of G-invariant functions c0 : (S1)(k,+) →R satsfying

c0(zk, z1, . . . , zk−1)= (−1)k+1c0(z1, . . . , zk). (2.4)
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(3) the space Falt(Pk−3) of functions f : Pk−3 →R satisfying

f (λ1, . . . ,λk−3)= (−1)k+1 · f
(
1−λk−3,

1−λk−3

1−λ1
, . . . ,

1−λk−3

1−λk−4

)
. (2.5)

The bijection (1) ↔ (2) is given by restriction, while the bijection (2) ↔ (3) is induced by the cross
ratio coordinates Λ.

Proof. By (2.3), Sk-equivariant functions on (S1)(k) correspond via restriction to Ck-equivariant
functions on (S1)(k,+). Now Ck-equivariance is equivalent to (2.4) since Ck is generated by the k-
cycle σk. This shows that restriction defines a G-equivariant bijection Falt((S1)(k))→Falt((S1)(k,+)).

Moreover, we know from the previous subsection that cross ratio coordinates induce a bijection
F ((S1)(k,+))G →F (Pn), and by Lemma 2.6 this bijection translates the alternating condition (2.4)
into (2.5). �

Proposition 2.7 and Lemma 2.5 yield for every k ≥ 4 mutually inverse bijections given by

extk : Falt(Pk−3)→Falt((S1)(k))G , extk( f )(z1, . . . , zk)= f (Λ(z1, . . . , zk)) ((z1, . . . , zk) ∈ (S1)(k,+)),

resk : Falt((S1)(k))G →Falt(Pk−3), resk(c)(λ1, . . . ,λk−3)= c(−i,1,−1,C (λ1), . . . ,C (λk−3)),

which we refer to as extension and restriction maps respectively. When k is clear from the
context we simply write ext and res for extk and resk.

We will be specifically interested in the space Falt(Pk) for k ≤ 3 and the corresponding exten-
sion and restriction maps. Explicitly, these are given by

Falt(P1) = { f : (0,1)→R | f (x)=− f (1− x)}, (2.6)

Falt(P2) =
{

g : {(x, y) ∈ (0,1)2 | x < y}→R | g(x, y)= g
(
1− y,

1− y
1− x

)}
, (2.7)

Falt(P3) =
{

h : {(x, y, z) ∈ (0,1)3 | x < y< z}→R | h(x, y, z)=−h
(
1− z,

1− z
1− x

,
1− z
1− y

)}
. (2.8)

Note in particular that L : (0,1)→R satisfies the perturbed reflection symmetry

L(x)=−L(1− x) (2.9)

with constant C = 0 if and only if L ∈Falt(P1).

2.4. The homogeneous differential in cross ratio coordinates. Denote by F ((S1)(k)) the
space of real-valued functions on (S1)(k). Recall that the homogeneous differential is given by

δn : F ((S1)(n+1))→F ((S1)(n+2)), (δnc)(z0, . . . , zn+1)=
n+1∑
j=0

(−1) j c(z0, . . . , ẑ j, . . . , zn+1).

It is G-invariant, satisfies δn◦δn−1 = 0 and intertwines the corresponding subspaces of alternating
functions. For k ≥ 4 we define the reduced differential

τk : Falt(Pk−2)→Falt(Pk−1), f 7→ resk+2 ◦δk ◦extk+1( f )
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and obtain the following commuting diagram in which vertical arrows are isomorphisms:

. . . 0 // Falt((S1)(4))G δ3
//

res4

��

Falt((S1)(5))G δ4
//

res5

��

Falt((S1)(6))G δ5
//

res6

��

. . .

Falt(P1) τ3
// Falt(P2) τ4

// Falt(P3) τ5
// . . .

(2.10)

Remark 2.8. Instead of considering arbitrary real-valued functions, we could as well consider
bounded functions, or functions of a given regularity (measurable, continuous, Ck, smooth). In
each of these cases we obtain a similar diagram as in (2.10). In the case of measurable (bounded)
functions we can also pass to the respective quotients by identifying functions which agree almost
everywhere. The following complex will be of particular importance for us later on.

. . . 0 // L∞
alt((S

1)(4))G δ3
//

res4

��

L∞
alt((S

1)(5))G δ4
//

res5

��

L∞
alt((S

1)(6))G δ5
//

res6

��

. . .

L∞
alt(P1) τ3

// L∞
alt(P2) τ4

// L∞
alt(P3) τ5

// . . .
(2.11)

Proposition 2.9. For k = 3,4 the reduced differential τk is given as follows.

(i) Let f ∈Falt(P1). Then

τ3( f )(x, y)= f (x)− f (y)− f
(

x
y

)
− f

(
y−1
x−1

)
+ f

(
x(y−1)
y(x−1)

)
.

(ii) Let g ∈Falt(P2). Then

τ4(g)(x, y, z)=−g(x, y)+ g(x, z)− g(y, z)+ g
( x

z
,

y
z

)
+ g

(
z−1
x−1

,
z−1
y−1

)
− g

(
x(z−1)
z(x−1)

,
y(z−1)
z(y−1)

)
.

Proof. (i) Since for cyclically oriented (z0, . . . , z4) we have

(δ◦ext)( f )(z0, . . . , z4) = ext( f )(z1, z2, z3, z4)−ext( f )(z0, z2, z3, z4)+ext( f )(z0, z1, z3, z4)
−ext( f )(z0, z1, z2, z4)+ext( f )(z0, z1, z2, z3)

= f ([z2 : z3 : z1 : z4])− f ([z2 : z3 : z0 : z4])+ f ([z1 : z3 : z0 : z4])
− f ([z1 : z2 : z0 : z4])+ f ([z1 : z2 : z0 : z3]).

Using (2.6) we deduce that

τ3( f )(x, y) = (δ◦ext)( f )(−i,1,−1,C (x),C (y))
= f ([−1 : C (x) : 1 : C (y)])− f ([−1 : C (x) :−i : C (y)])+ f ([1 : C (x) :−i : C (y)])

− f ([1 :−1 :−i : C (y)])+ f ([1 :−1 :−i : C (x)])
= f ([0 : x :∞ : y])− f ([0 : x : 1 : y])+ f ([∞ : x : 1 : y])− f (y)+ f (x)

= f
(
1− x

y

)
− f

(
1− x(y−1)

y(x−1)

)
+ f

(
1− y−1

x−1

)
− f (y)+ f (x)

= − f
(

x
y

)
+ f

(
x(y−1)
y(x−1)

)
− f

(
y−1
x−1

)
− f (y)+ f (x).
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(ii) For cyclically oriented (z0, . . . , z5) we have

(δ◦ext)(g)(z0, . . . , z5) = ext(g)(z1, z2, z3, z4, z5)−ext(g)(z0, z2, z3, z4, z5)+ext(g)(z0, z1, z3, z4, z5)
−ext(g)(z0, z1, z2, z4, z5)+ext(g)(z0, z1, z2, z3, z5)−ext(g)(z0, z1, z2, z3, z4)

= g([z2 : z3 : z1 : z4], [z2 : z3 : z1 : z5])− g([z2 : z3 : z0 : z4], [z2 : z3 : z0 : z5])
+g([z1 : z3 : z0 : z4], [z1 : z3 : z0 : z5])− g([z1 : z2 : z0 : z4], [z1 : z2 : z0 : z5])
+g([z1 : z2 : z0 : z3], [z1 : z2 : z0 : z5])− g([z1 : z2 : z0 : z3], [z1 : z2 : z0 : z4]),

and thus, using (2.7),

τ4(g)(x, y, z) = (δ◦ext)(g)(−i,1,−1,C (x),C (y),C (z))
= g([−1 : C (x) : 1 : C (y)], [−1 : C (x) : 1 : C (z)])− g([−1 : C (x) :−i : C (y)], [−1 : C (x) :−i : C (z)])

+g([1 : C (x) :−i : C (y)], [1 : C (x) :−i : C (z)])− g([1 :−1 :−i : C (y)], [1 :−1 :−i : C (z)])
+g([1 :−1 :−i : C (x)], [1 :−1 :−i : C (z)])− g([1 :−1 :−i : C (x)], [1 :−1 :−i : C (y)])

= g
(
1− x

y
,1− x

z

)
− g

(
1− x(y−1)

y(x−1)
,1− x(z−1)

z(x−1)

)
+ g

(
1− y−1

x−1
,1− z−1

x−1

)
−g(y, z)+ g(x, z)− g(x, y)

= g
( x

z
,

y
z

)
− g

(
x(z−1)
z(x−1)

,
y(z−1)
z(y−1)

)
+ g

(
z−1
x−1

,
z−1
y−1

)
− g(y, z)+ g(x, z)− g(x, y).

�

Comparing these formulas to the formulas appearing in the introduction we deduce:

Corollary 2.10. The perturbed Spence-Abel equation (1.3) and the 6-term equation (1.5) can re-
spectively be written as

τ3L = R and τ4R = 0.

and are thus respectively equivalent to the cohomological equations

δ3ext4(L)= ext5(R) and δ4ext5(R)= 0.

�

As a first consequence we see that (1.5) is a necessary condition for the solvability of (1.3).

3. EXISTENCE, UNIQUENESS AND BOUNDEDNESS

3.1. Measurable group cohomology of PU(1,1), existence and uniqueness. The following
theorem appears explicitly first in [32], where it is generalized to arbitrary real-hyperbolic groups.
Note that the proof for PU(1,1) does not require the more sophisticated tools developed in [32] to
deal with cohomology with coefficients in non-Fréchet modules, but only the basic version of the
Bloch spectral sequence [2].

Theorem 3.1. The cohomology of the complex (L0
alt((S

1)•+1)G ,δ•) is isomorphic to the measurable
(equivalently, continuous) group cohomology of G. In particular, it vanishes in degrees ≥ 3. �

Corollary 3.2 (Existence and Uniqueness).

(i) For every R ∈ L0(P2) and C ∈ R the system (1.3) – (1.4) has at most one solution L(R,C) ∈
L0((0,1)).
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(ii) Given R ∈ L0(P2) and C ∈R, the system (1.3) – (1.4) has a solution in L0((0,1)) if and only
if R satisfies (1.5) and (1.6) for almost all (x, y, z) ∈P3.

(iii) In this case, L(R,C) = L(R−C/2,0) +C/2.

Proof. Observe first that L satisfies the system (1.3)-(1.4) with right-hand side R and constant C
if and only if L̃ := L−C/2 satisfies the same system with right-hand side R̃ := R −C/2 and C = 0.
Indeed we have

L̃(1− x)= L(1− x)−C/2= (C−L(x))−C/2= C/2−L(x)=−L̃(x)

and

L̃(x)− L̃(y)− L̃
(

x
y

)
− L̃

(
y−1
x−1

)
+ L̃

(
x(y−1)
y(x−1)

)
= R(x, y)−C/2.

Also observe that (1.5) and (1.6) hold for R̃ iff they hold for R. Replacing L and R by L̃ and R̃ we
may thus assume that C = 0 and that L satisfies (2.9).

By (2.6), the function L satisfies (2.9) if and only if L ∈ L0
alt(P1). Similarly, (1.6) amounts to

R ∈ L0
alt(P2). Combining this observation with Corollary 2.10 we see that the corollary amounts

to showing that every 4-cocycle c in the complex (L0
alt((S

1)•+1)G ,δ•) has a unique primitive. Ex-
istence of a primitive is immediate from the vanishing of the 4th cohomology of this complex,
as implied by Theorem 3.1. Assume now that p1, p2 are two primitives of c; then the difference
p1 − p2 is a 3-cocycle, hence a 3-coboundary by applying Theorem 3.1 again. However, since G
acts transitively on (S1)(3,+), every 2-cochain and consequently every 3-coboundary, is trivial. �

3.2. Continuous bounded cohomology of PU(1,1) and boundedness. We have the following
counterparts to Theorem 3.1 in bounded cohomology.

Theorem 3.3 (Burger–Monod, [6]). The cohomology of the complex (L∞
alt((S

1)•+1)G ,δ•) vanishes in
degree 3. �

Theorem 3.4 ([15]). The cohomology of the complex (L∞
alt((S

1)•+1)G ,δ•) vanishes in degree 4. �

As in the unbounded case, the cohomology of the complex (L∞
alt((S

1)•+1)G ,δ•) coincides with the
continuous bounded cohomology of G (see [29]). However, this cohomology is not known beyond
degree 4. Arguing as in the proof of Corollary 3.2 we obtain:

Corollary 3.5 (Boundedness). Assume that R ∈ L0(P2) satisfies (1.5) and (1.6) for almost all
(x, y, z) ∈P3 and let C ∈R. Then

L(R,C) ∈ L∞((0,1)) ⇔ R ∈ L∞(P2).

Proof. Boundedness of L(R,C) implies boundedness of R by (1.3). Conversely, if R ∈ L∞
alt(P2), then

ext(R) ∈ L∞
alt((S

1)5)G has a bounded primitive by Theorem 3.4. �

3.3. On measurable lifting and pointwise identities. Both the existence and the uniqueness
statement in Corollary 3.2 concern function classes in L0 rather than actual functions. In the
bounded case, the existence statement can actually be refined from an almost everywhere identity
to a strict pointwise identity. More precisely, let us denote by L∞ the space of bounded measur-
able functions on a given space. Then the complex (L∞

alt((S
1)•+1)G ,δ•) is a quotient of the complex

(L∞
alt((S

1)•+1)G ,δ•), and by [28] every cocycle in the latter complex can be lifted to a cocycle in the
former complex. In [15] we actually established the following refinement of Theorem 3.4.
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Theorem 3.6 ([15]). The cohomology of the complex (L∞
alt((S

1)•+1)G ,δ•) vanishes in degree 4. �

We thus get the following refinement of Corollary 3.2.

Corollary 3.7. Assume that R ∈ L∞(P2) satisfies (1.5) and (1.6) for all (rather than almost all)
(x, y, z) ∈ P3 and let C ∈ R. Then there exists L ∈ L∞

alt((0,1)) which satisfies the system (1.3)-(1.4)
pointwise (rather than almost everywhere). �

We do not know whether the uniqueness part of Corollary 3.2 remains true in the pointwise
sense, even for bounded right-hand side.

4. EXPLICIT FORMULAS, REGULARITY AND CONTINUITY

4.1. The function F[
c. The proof of Theorem 3.6 is constructive, i.e., there is an explicit integral

formula for the essentially unique primitive p ∈L∞
alt((S

1)4) of a given cocycle c ∈L∞
alt((S

1)5)G . We
now recall this construction in order to establish regularity and continuity of solutions.

The first step is to construct, out of a given cocycle c, a function F[
c : Ω→ R, where Ω is the

complement of the diagonal in (0,2π)2. This construction proceeds in several steps. We fix a
cocycle c ∈ L∞

alt((S
1)5)G and denote by Ω and Ω̂ the complements of the respective diagonals in

(0,2π)2 and [0,2π)2.

(i) Define rc : (0,2π)→R by

rc(ϕ) :=−1
2

(1− eiϕ) ·
ˆ ϕ

π

1
1−cos(ζ)

   
sin(η−φ)c(eiη, eiφ, eiψ,1, eiζ)dηdφdψdζ

(ii) Given θ1,θ2 ∈ [0,2π) we denote by θ1ªθ2 the unique representative of θ1−θ2 modulo 2π in
the interval [0,2π). This defines a measurable function on [0,2π)2, which is real-analytic
on Ω̂.

(iii) We define v[c : Ω̂→R by

v[c(θ1,θ2) := Im
(
eiθ1 rc(θ2 ªθ1)

)
.

(iv) Finally we define F[
c :Ω→R by

F[
c(ϕ1,ϕ2) :=

  
sin(φ)c(eiη, eiφ,1, eiϕ1 , eiϕ2)dηdφ+v[c(ϕ1,ϕ2)−v[c(0,ϕ2)+v[c(0,ϕ1).

Lemma 4.1. The above construction has the following properties:

(i) If the cocycle c ∈L∞
alt((S

1)5)G is of class Ck for some k ∈N∪ {0,∞,ω}, then so is F[
c.

(ii) If c1, c2 ∈L∞
alt((S

1)5)G are cocycles, then

‖F[
c1
−F[

c2
‖∞ ≤ 4 · ‖c1 − c2‖∞.

Proof. (i) We first show that if c is of class Ck, then so is rc. If k = ω then after exchange of
integration and summation this is an immediate consequence of the fundamental theorem of
calculus. Thus assume k 6= ω and observe that both the integrand of r and the bounds of the
integral are Ck-functions on (0,2π). In particular, the integrand is bounded on every compact
interval [a,b] ⊂ (0,2π). It then follows from the Leibniz integral rule, that r is of class Ck in the
interior of each such interval [a,b], hence is of class Ck at every point of (0,2π). Since ª : Ω̂→Ω
is real-analytic, we deduce that also v[ is of class Ck, and consequently F[

c is of class Ck.
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(ii) If we denote by Ic j the integrand of rc j , i.e.,

Ic j (ζ) := 1
1−cos(ζ)

   
sin(η−φ)c j(eiη, eiφ, eiψ,1, eiζ)dηdφdψ,

then
|Ic1(ζ)− Ic2(ζ)| ≤ ‖c1 − c2‖∞ · (1−cos(ζ))−1,

hence

‖v[c1
−v[c2

‖∞ ≤ ‖rc1 − rc2‖∞
≤ sup

ϕ∈(0,2π)
‖c1 − c2‖∞ · 1

2

∣∣∣∣(1− eiϕ) ·
ˆ ϕ

π

(1−cos(ζ))−1dζ
∣∣∣∣

= sup
ϕ∈(0,2π)

‖c1 − c2‖∞ · |cos(ϕ/2)|

= ‖c1 − c2‖∞.

This implies
‖F[

c1
−F[

c2
‖∞ ≤ 4 · ‖c1 − c2‖∞.

�

4.2. An integration formula for primitives of bounded cocycle. Let c ∈ L∞
alt((S

1)5)G be a
cocycle. Following [15] we are going to construct a primitive p of f by integration, using the
function F[

c defined in the previous subsection. Let us denote by nt the element of G represented
by the matrix (

1+ i
2 t − i

2 t
i
2 t 1− i

2 t

)
,

and let N = {nt} be the corresponding one-parameter subgroup of G. Note that the group N acts
freely on Ω and the N-orbits intersect the anti-diagonal

∆op := {
(φ,2π−φ)

∣∣φ ∈ (0,2π)\{π}
}⊂Ω

transversally. Thus every (ϕ1,ϕ2) ∈Ω can be written uniquely as

(ϕ1,ϕ2)= nT(ϕ1,ϕ2).(Φ(ϕ1,ϕ2),2π−Φ(ϕ1,ϕ2))

with T(ϕ1,ϕ2) ∈R and Φ(ϕ1,ϕ2) ∈ (0,2π)\{π}. Since

nt.ϕ= 2 ·arccot(−t+cot(ϕ/2)),

we have

T(ϕ1,ϕ2)=−1
2

(
cot

(ϕ1

2

)
+cot

(ϕ2

2

))
and Φ(ϕ1,ϕ2)= 2 ·arccot

(
1
2

(
cot

(ϕ1

2

)
−cot

(ϕ2

2

)))
. (4.1)

Now the construction of p is as follows.

(i) Define f (c)
0 :Ω→R as the integral

f (c)
0 (ϕ1,ϕ2) :=

ˆ T(ϕ1,ϕ2)

0
F[

c
(
nt.Φ(ϕ1,ϕ2),nt.(2π−Φ(ϕ1,ϕ2))

)
dt. (4.2)

(ii) Finally, define pc : (S1)(4) →R as

pc(eiθ0 , . . . , eiθ3) :=
 

c(eiθ, eiθ0 , . . . , eiθ3)dθ+ f (c)
0 (θ2 −θ1,θ3 −θ1)− f (c)

0 (θ2 −θ0,θ3 −θ0)

+ f (c)
0 (θ1 −θ0,θ3 −θ0)− f (c)

0 (θ1 −θ0,θ2 −θ0). (4.3)
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It was established in [15] that pc is indeed bounded and a primitive of c. Here we observe:

Lemma 4.2. The above construction has the following properties:

(i) If the cocycle c ∈L∞
alt((S

1)5)G is of class Ck for some k ∈N∪ {0,∞,ω}, then so is pc.
(ii) If c1, c2 ∈L∞

alt((S
1)5)G are cocycles, then

‖pc1 − pc2‖∞ ≤
(
1+ 16p

3

)
· ‖c1 − c2‖∞.

Proof. (i) If c is of class Ck, then F[
c is of class Ck by Lemma 4.1. Also, T and Φ are real analytic

by the explicit formulas, in particular of class Ck. It then follows from the Leibniz integral rule
(respectively the fundamental theorem of calculus if k =ω) that f (c)

0 , and hence also pc is of class
Ck.

(ii) Observe, firstly, that 3-transitivity of G on S1 together with G-invariance of pc1 and pc2

implies
‖pc1 − pc2‖∞ = sup

z∈S1
|pc1(1, e2πi/3, e4πi/3, z)− pc2(1, e2πi/3, e4πi/3, z)|

Since

pc j (1, e2πi/3, e4πi/3, eiξ) =
 

c(eiθ,1, e2πi/3, e4πi/3, eiξ)dθ

+ f (c j)
0 (2π/3,ξ−2π/3)− f (c j)

0 (4π/3,ξ)+ f (c j)
0 (2π/3,ξ)− f (c j)

0 (2π/3,4π/3),

this implies

‖pc1 − pc2‖∞ ≤ ‖c1 − c2‖∞+3 · sup
ξ∈(0,2π)\{2π/3}

| f (c1)
0 (2π/3,ξ)− f (c2)

0 (2π/3,ξ)| (4.4)

+ sup
ξ∈(0,2π)\{4π/3}

| f (c1)
0 (4π/3,ξ)− f (c2)

0 (4π/3,ξ)|.

Since

f (c j)
0 (ϕ1,ϕ2)=

ˆ T(ϕ1,ϕ2)

0
F[

c j

(
nt.Φ(ϕ1,ϕ2),nt.(2π−Φ(ϕ1,ϕ2))

)
dt

and, by Lemma 4.1, ‖F[
c1
−F[

c2
‖∞ ≤ 4 · ‖c1 − c2‖∞, we have

| f (c1)
0 (ϕ1,ϕ2)− f (c2)

0 (ϕ1,ϕ2)| ≤ 4 · ‖c1 − c2‖∞ · |T(ϕ1,ϕ2)| = 2 · ‖c1 − c2‖∞ ·
∣∣∣cot

(ϕ1

2

)
+cot

(ϕ2

2

)∣∣∣ .

Note, however, that this does not yield any useful bound, since cot is unbounded. To circumvent
this problem we recall from [15] that the functions f (c j)

0 are invariant under the action of the
symmetric group S3 on Ω in which the generators s1 and s2 act by

s1.(φ1,φ2)= (−φ1,φ2 −φ1), s2.(φ1,φ2)= (φ2,φ1).

Under this action, every point on either of the lines (2π/3,ξ) and (4π/3,ξ) is equivalent to a point
inside the box [2π/3,5π/3]× [π/3,4π/3]. Inserting everything into (4.4) we thus obtain

‖pc1 − pc2‖∞ ≤ ‖c1 − c2‖∞ ·
(
1+8 ·

(
max

ϕ1∈[2π/3,5π/3]

∣∣∣cot
(ϕ1

2

)∣∣∣+ max
ϕ2∈[π/3,4π/3]

∣∣∣cot
(ϕ1

2

∣∣∣)∣∣∣∣)
Since both maxima are equal to 1/

p
3 we obtain

‖pc1 − pc2‖∞ ≤
(
1+ 16p

3

)
· ‖c1 − c2‖∞. �
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4.3. Regularity and continuity. We are now in a position to deduce the remaining two parts
of Theorem 1.2.

Corollary 4.3 (Regularity and Continuity).

(i) Assume that R ∈ L∞(P2) is essentially bounded and satisfies (1.5), and let C ∈ R and
k ∈N∪ {0,∞,ω}. Then L(R,C) is of class Ck if and only if R is of class Ck.

(ii) Assume that R1,R2 ∈ L∞(P2) are essentially bounded and satisfy (1.5), and let C1,C2 ∈R.
Then

‖L(R1,C1) −L(R2,C2)‖∞ ≤
(
1+ 16p

3

)
· ‖R1 −R2‖∞+

(
1+ 8p

3

)
· |C1 −C2|.

Proof. (i) If L(R,C) is of class Ck, then R is of class Ck by (1.3). Conversely, assume that R is of class
Ck. Since cross ratio coordinates are real-analytic, it follows that c := ext(R −C/2) is of class Ck,
and thus Lemma 4.2 shows that its unique primitive pc is of class Ck. Note that by Corollary 2.10
we have L(R−C/2,0) = res(pc). It thus follows from the explicit formula for res and real-analyticity
of the Cayley transform that L(R−C/2,0) is of class Ck. We then deduce with Corollary 3.2 that
L(R,C) = L(R−C/2,0) +C/2 is of class Ck.

(ii) Assume first that C = 0 and let c j := ext(R j) and p j := ext(L(R j ,0)) We then deduce from
Lemma 4.2 and Corollary 2.10 that

‖L(R1,0) −L(R2,0)‖∞ ≤ ‖p1 − p2‖∞ ≤
(
1+ 16p

3

)
· ‖c1 − c2‖∞ =

(
1+ 16p

3

)
· ‖R1 −R2‖∞.

In the general case we obtain

‖L(R1,C1) −L(R2,C2)‖∞ = ‖L(R1−C1/2,0) +C1/2−L(R2−C2/2,0) −C2/2‖∞
≤ ‖L(R1+C1/2,0) −L(R2+C2/2,0)‖∞+ 1

2
· |C1 −C2|

≤
(
1+ 16p

3

)
· ‖R1 +C1/2−R2 −C2/2‖∞+ 1

2
· |C1 −C2|

≤
(
1+ 16p

3

)
· ‖R1 −R2‖∞+

(
1+ 8p

3

)
· |C1 −C2|.

�

Numerically the constants 1+ 16p
3

and 1+ 8p
3

are given by 10.2376... and 5.6188... respectively.

4.4. A formula for L(R,C). We have seen that regularity and continuity of the functions L(R,C)

are consequences of the above integration formula. We can actually make this formula more
explicit. Although this was not necessary for the above proofs, it may be helpful towards a better
understanding of these functions. In the sequel we fix an arbitrary constant C ∈ R and a right
hand side R ∈ L∞(P2) satisfying (1.5). Define

c := c(R,C) := ext(R−C/2) and F[
(R,C) := F[

c.

By Corollary 2.10, c ∈ L∞
alt((S

1)5)G is a cocycle and hence c = dpc for some unique primitive
pc ∈ L∞

alt((S
1)4)G . Note that an explicit formula for pc was given in (4.3) in terms of the vari-

ous auxiliary functions defined in Subsections 4.1 and 4.2 above.
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Once the function pc has been determined, another application of Corollary 2.10 yields

L(R−C/2,0) = res(pc),

and hence L(R,C) = res(pc)+C/2 by Corollary 3.2. Explicitly this means that for x ∈ (0,1) we have

L(R,C)(x)= pc(−i,1,−1,C (x))+C/2. (4.5)

Since the formula for pc involves the arguments of its entries, we need to determine the argument
of C (x). Since |C (x)| = 1 we have C (x)= eiθ(x) for some θ(x) ∈ [0,2π). In fact, since x ∈ (0,1) and the
Cayley transform maps (0,1,∞) to (−1,−i,1), the point C (x) lies on the circle segment between
−1 and −i. It follows that (1,−1,C (x),−i) is positively oriented and that

0<π< θ(x)< 3π/2.

We have

cos(θ(x))+ isin(θ(x))= eiθ(x) =C (x)= x− i
x+ i

= (x− i)2

x2 +1
= x2 −1

x2 +1
+ i

−2x
x2 +1

,

hence

tan(θ(x))= sin(θ(x))
cos(θ(x))

= 2x
1− x2 .

Since θ(x) ∈ (π,3π/2) and the main branch of arctan takes value in (−π/2,π/2), we have

θ(x)= arctan
(

2x
1− x2

)
+π= 2 ·arctan(x)+π. (4.6)

By (4.5) and (4.3) we now have

L(R,C)(x)= pc(−i,1,−1,C (x))+C/2 = −pc(ei·0, ei·π, eiθ(x), ei· 3π
2 )+C/2

= −
 

c
(
eiψ, ei·0, ei·π, eiθ(x), ei· 3π

2

)
dψ− f (c)

0 (θ(x)−π,π/2)

+ f (c)
0 (θ(x),3π/2)− f (c)

0 (π,3π/2)+ f (c)
0 (π,θ(x))+C/2,

where, by (4.2),

f (c)
0 (ϕ1,ϕ2) :=

ˆ T(ϕ1,ϕ2)

0
F[

c
(
nt.Φ(ϕ1,ϕ2),nt.(2π−Φ(ϕ1,ϕ2))

)
dt.

Here T(ϕ1,ϕ2) and Φ(ϕ1,ϕ2) are given by (4.1) and F[
c is defined in terms of c in Subsection 4.1.

It remains to compute the numbers T(ϕ1,ϕ2) and Φ(ϕ1,ϕ2) for

(ϕ1,ϕ2) ∈F := {(θ(x)−π,π/2) , (θ(x),3π/2) , (π,3π/2) , (π,θ(x))} .

Lemma 4.4. The following table provides the values of T(ϕ1,ϕ2), Φ(ϕ1,ϕ2), nt.Φ(ϕ1,ϕ2) and
nt.(2π−Φ(ϕ1,ϕ2)) for (ϕ1,ϕ2) ∈F .

ϕ1 ϕ2 cot
(ϕ1

2
)

cot
(ϕ2

2
)

T(ϕ1,ϕ2) Φ(ϕ1,ϕ2) nt.Φ(ϕ1,ϕ2) nt.(2π−Φ(ϕ1,ϕ2))
θ(x)−π π/2 1

x 1 −1+x
2x 2 ·arccot

(1−x
2x

)
2 ·arccot

(−t+ 1−x
2x

)
2 ·arccot

(−t− 1−x
2x

)
θ(x) 3π/2 −x −1 x+1

2 2 ·arccot
(1−x

2
)

2 ·arccot
(−t+ 1−x

2
)

2 ·arccot
(−t− 1−x

2
)

π 3π/2 0 −1 1
2 2 ·arccot

(1
2
)

2 ·arccot
(−t+ 1

2
)

2 ·arccot
(−t− 1

2
)

π θ(x) 0 −x x
2 2 ·arccot

( x
2
)

2 ·arccot
(−t+ x

2
)

2 ·arccot
(−t− x

2
)
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Proof. Concerning the third and fourth column we observe that cot(π/4) = 1, cot(π/2) = 0 and
cot(3π/4)=−1 and deduce from (4.6) that

cot(θ(x)/2)= cot(arctan(x)+π/2)=−tan(arctan(x))=−x,

whereas

cot((θ(x)−π)/2)= cot(arctan(x))= tan(arctan(x))−1 = 1/x.

Then the 5th and 6th column are immediate consequences of (4.1), and the final two columns then
follow from the fomulas

nt.(2 ·arccot(θ))= 2 ·arccot(−t+θ),

and

nt.(2π−2 ·arccot(θ))= 2 ·arccot(−t+cot(π−arccot(θ)))= 2 ·arccot(−t−θ).

�

We can summarize our computations as follows:

Proposition 4.5. For all x ∈ (0,1) we have

L(R,C)(x) = C/2− 1
2π

ˆ 2π

0
c(R,C)

(
eiψ,1,−1,C (x),−i

)
dψ

−
ˆ −x−1

2x

0
F[

(R,C)

(
2 ·arccot

(
−t+ 1− x

2x

)
,2 ·arccot

(
−t− 1− x

2x

))
dt

+
ˆ x+1

2

0
F[

(R,C)

(
2 ·arccot

(
−t+ 1− x

2

)
,2 ·arccot

(
−t− 1− x

2

))
dt

−
ˆ 1

2

0
F[

(R,C)

(
2 ·arccot

(
−t+ 1

2

)
,2 ·arccot

(
−t− 1

2

))
dt

+
ˆ x

2

0
F[

(R,C)

(
2 ·arccot

(
−t+ x

2

)
,2 ·arccot

(
−t− x

2

))
dt.

�

We observe for later use that

F ⊂Ω+ := {
(ϕ1,ϕ2) ∈ (0,2π)2 |ϕ1 <ϕ2

}
,

hence in order to compute L(R,C)(x) we only need to know F[
(R,C) on Ω+. Similarly, we only need to

compute the integral

1
2π

ˆ 2π

0
c(R,C)

(
eiψ, eiφ0 , eiφ1 , eiφ2 , eiφ3

)
dψ

for 0 ≤ φ0 < φ1 < φ2 < φ3 < 2π. This will allow us to avoid some technical case distinctions later
on.



18 T. HARTNICK AND A. OTT

5. ROGERS’ DILOGARITHM REVISITED

5.1. The cocycle associated with L2 and the general strategy. By definition, Rogers’ dilog-
arithm L2 satisfies the Spence-Abel equation with right-hand side R ≡ 0 and the reflection sym-
metry with constant C = ζ(2). In our previous notation this means that L2 = L(0,ζ(2)). Thus the
relevant cocycle entering into the formula for L2 in Proposition 4.5 is c := c(0,ζ(2)). By definition,
the cocycle c is constant on (S1)(5,+) where it takes the value −ζ(2)/2. Given z = (z0, . . . , z4) ∈ (S1)(5)

let σ be a permutation of {0, . . . ,5} such that (zσ(0), . . . , zσ(4)) ∈ (S1)(5,+). Then σ is determined up to
a cyclic (hence even) permutation, and thus the sign (−1)σ depends only on z. If we denote this
sign by (−1)z, then

c(z)=−ζ(2)
2

· (−1)z.

In particular, c is a multiple of or∪or, where or is the orientation cocycle. Our goal for the rest of
this section is to make the formula in Proposition 4.5 more explicit for this specific cocycle. Our
computation proceeds in three stages: Firstly, we compute in Subsection 5.2 some basic integrals
of c. Using these basic integrals we derive in Subsection 5.3 the integrand appearing in Propo-
sition 4.5 for our specific c. Finally, in Subsection 5.4 we put everything together and derive the
formula for L2 stated in the introduction.

5.2. Basic integrals. We now turn to the first step of the outline given in the previous subsection
and compute some basic integrals related to the cocycle c(z)=− ζ(2)

2 · (−1)z.

Lemma 5.1. If 0≤ θ0 < ·· · < θ3 < 2π, then

I1(eiθ0 , . . . , eiθ3) :=
 

c(eiψ, eiθ0 , . . . , eiθ3)dψ=−ζ(2)
2π

(θ0 −θ1 +θ2 −θ3 +π) .

Proof. Let z := (eiψ, eiθ0 , . . . , eiθ3). If ψ ∈ (0,θ0)∪ (θ1,θ2)∪ (θ3,2π), then (−1)z = 1, and if ψ ∈ (θ0,θ1)∪
(θ2,θ3) then (−1)z =−1. We thus obtain

I1(eiθ0 , . . . , eiθ3) = −ζ(2)
4π

(ˆ θ0

0
dψ−

ˆ θ1

θ0

dψ+
ˆ θ2

θ1

dψ−
ˆ θ3

θ2

dψ+
ˆ 2π

θ3

dψ

)

= −ζ(2)
4π

(θ0 − (θ1 −θ0)+ (θ2 −θ1)− (θ3 −θ2)+ (2π−θ3))

= −ζ(2)
2π

(θ0 −θ1 +θ2 −θ3 +π) .

�

Lemma 5.2. If 0< θ1 < θ2 < 2π, then

I2(eiθ1 , eiθ2) :=
  

eiηc(eiψ, eiη,1, eiθ1 , eiθ2)dηdψ=−i · ζ(2)
2π2 ·((eiθ2 −1)(θ1−π)−(eiθ1 −1)(θ2−π)−π).

Proof. By Lemma 5.1 we have

− 2π
ζ(2)

· I1(eiη,1, eiθ1 , eiθ2)=


−(
0−η+θ1 −θ2 +π

)
, η ∈ (0,θ1)

+(
0−θ1 +η−θ2 +π

)
, η ∈ (θ1,θ2)

−(
0−θ1 +θ2 −η+π

)
, η ∈ (θ2,2π),

hence

−4π2

ζ(2)
· I2(eiθ1 , eiθ2) = 2π ·

 
eiη · 2π

ζ(2)
· I1(eiη,1, eiθ1 , eiθ2)dη
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= −
ˆ θ1

0
eiη(−η+θ1 −θ2 +π)dη+

ˆ θ2

θ1

eiη(−θ1 +η−θ2 +π)dη

−
ˆ 2π

θ2

eiη(−θ1 +θ2 −η+π)dη

=
ˆ 2π

0
ηeiηdη− (θ1 −θ2 +π)

ˆ θ1

0
eiηdη+ (−θ1 −θ2 +π)

ˆ θ2

θ1

eiηdη

−(−θ1 +θ2 +π)
ˆ 2π

θ2

eiηdη

= −2πi+ i(θ1 −θ2 +π)(eiθ1 −1)− i(−θ1 −θ2 +π)(eiθ2 − eiθ1)
+i(−θ1 +θ2 +π)(1− eiθ2)

= 2i(−π+θ1eiθ2 −θ2eiθ1 −θ1 +πeiθ1 +θ2 −πeiθ2)
= 2i((eiθ2 −1)(θ1 −π)− (eiθ1 −1)(θ2 −π)−π). �

Lemma 5.3. For all θ ∈ (0,2π) we have

I3(eiθ) :=
   

ei(η−φ)c(eiη, eiφ, eiψ,1, eiθ)dηdφdψ=−i · ζ(2)
2π2 · (2sin(θ)+θ−π).

Proof. We have

I3(eiθ)=
 

e−iφ
(  

eiηc(eiψ, eiη,1, eiθ, eiφ)dηdψ
)

dφ=
 

e−iφI2(eiθ, eiφ)dφ,

where by Lemma 5.2,

− 2π2

ζ(2) · i · I2(eiθ, eiφ)=
{ −(eiθ−1)(φ−π)+ (eiφ−1)(θ−π)+π, φ ∈ (0,θ)

(eiφ−1)(θ−π)− (eiθ−1)(φ−π)−π, φ ∈ (θ,2π).

Using that ˆ θ

0
φe−iφdφ=−1+ e−iθ(1+ iθ),

ˆ 2π

θ

φe−iφdφ= 2πi+1− e−iθ(1+ iθ),

ˆ θ

0
e−iφdφ= ie−iθ− i and

ˆ 2π

θ

e−iφdφ= i− ie−iθ,

we conclude that

− 4π3

ζ(2) · i · I3(eiθ) = 2π ·
 

e−iφ · 2π2

ζ(2) · i · I2(eiθ, eiφ)dφ=
ˆ 2π

0
e−iφ · 2π2

ζ(2) · i · I2(eiθ, eiφ)dφ

=
ˆ θ

0
−e−iφ(eiθ−1)(φ−π)+ e−iφ(eiφ−1)(θ−π)+ e−iφπdφ

+
ˆ 2π

θ

e−iφ(eiφ−1)(θ−π)− e−iφ(eiθ−1)(φ−π)− e−iφπdφ

= −(eiθ−1) ·
ˆ θ

0
φe−iφdφ+ (eiθπ−θ+π) ·

ˆ θ

0
e−iφdφ+ (θ−π) ·

ˆ θ

0
dφ

−(eiθ−1) ·
ˆ 2π

θ

φe−iφdφ+ (eiθπ−θ−π) ·
ˆ 2π

θ

e−iφdφ+ (θ−π) ·
ˆ 2π

θ

dφ

= 2π(θ−π)− (eiθ−1) ·2πi+ [(eiθπ−θ+π)− (eiθπ−θ−π)](ie−iθ− i)
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= 2π · (θ−π− (ieiθ− i)+ (ie−iθ− i))= 2π · (2sin(θ)+θ−π).

�

5.3. The integrand. We now turn to the second step of our outline, the computation of the inte-
grand F[

c appearing in Proposition 4.5 for our specific cocycle c(z)=− ζ(2)
2 · (−1)z. We recall that F[

c
was defined in Subsection 4.1, and in the sequel we will use the notation of that subsection. In
particular, the functions rc and v[c are defined as there.

Lemma 5.4. If 0≤ θ1 < θ2 < 2π, then v[c(θ1,θ2)= v1(θ1,θ2)+v2(θ1,θ2), where

v1(θ1,θ2) := ζ(2)
4π2 · (cos(θ1)+cos(θ2)) · (θ2 −θ1 −π),

v2(θ1,θ2) := 3 ·ζ(2)
2π2 · (sin(θ1)−sin(θ2)) · log(sin((θ2 −θ1)/2)).

Proof. Using the fact that −i ·cos(η−ϕ) is symmetric in η and ϕ and hence integrates to 0 against
c(eiη, eiφ, eiψ,1, eiϕ) we can write the function rc as

rc(ϕ) = −1
2

(1− eiϕ) ·
ˆ ϕ

π

1
1−cos(ζ)

   
sin(η−ϕ)c(eiη, eiφ, eiψ,1, eiζ)dηdφdψdζ

= 1
2

(1− eiϕ) ·
ˆ ϕ

π

1
1−cos(ζ)

   
iei(η−ϕ)c(eiη, eiφ, eiψ,1, eiζ)dηdφdψdζ

= i
2

(1− eiϕ) ·
ˆ ϕ

π

1
1−cos(ζ)

I3(eiζ)dζ

= ζ(2)
4π2 · (1− eiϕ) ·

ˆ ϕ

π

2sin(ζ)+ζ−π
1−cos(ζ)

dζ

= ζ(2)
4π2 · (1− eiϕ) ·

(
(π−ζ) ·cot

(
ζ

2

)
+6log

(
sin

(
ζ

2

)))∣∣∣∣ϕ
ζ=π

= ζ(2)
4π2 · (1− eiϕ) · ((π−ϕ) ·cot(ϕ/2)+6log(sin(ϕ/2))).

We deduce that

v[c(θ1,θ2) = Im
(
−ζ(2)

4π2 · eiθ1 · (1− ei(θ2ªθ1)) · (θ2 ªθ1 −π) ·cot((θ2 ªθ1)/2)

+3 ·ζ(2)
2π2 · eiθ1 · (1− eiθ2ªθ1) · log(sin((θ2 ªθ1)/2))

)
= −Im

(
ζ(2)
4π2 · (eiθ1 − eiθ2) · (θ2 ªθ1 −π) ·cot((θ2 ªθ1)/2)

+3 ·ζ(2)
2π2 · (eiθ1 − eiθ2) · log(sin((θ2 ªθ1)/2))

)
= −ζ(2)

4π2 · (sin(θ1)−sin(θ2)) · (θ2 ªθ1 −π) ·cot((θ2 ªθ1)/2)

+3 ·ζ(2)
2π2 · (sin(θ1)−sin(θ2)) · log(sin((θ2 ªθ1)/2)).
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If 0 ≤ θ1 < θ2 < 2π we may replace ª by − in this formula. Then the second summand is just
v2(θ1,θ2). To see that the first summand equals v1(θ1,θ2) we use the trigonometric identity

−(sin(θ1)−sin(θ2)) ·cot((θ2 −θ1)/2) = −2 ·sin((θ1 −θ2)/2) ·cos((θ1 +θ2)/2) ·cot((θ2 −θ1)/2)
= 2 ·cos((θ2 +θ1)/2) ·cos((θ2 −θ1)/2)
= 2 · (cos2(θ2/2)−sin2(θ1/2))
= 2 · (1/2+1/2cos(θ2)− (1/2−1/2cos(θ1)))
= cos(θ1)+cos(θ2).

This finishes the proof. �

Corollary 5.5. If c(z)=− ζ(2)
2 · (−1)z and 0<ϕ1 <ϕ2 < 2π, then

F[
c(ϕ1,ϕ2) = −ζ(2)

4π2 · ((3ϕ1 −2π)(cos(ϕ2)−1)− (3ϕ2 −4π)(cos(ϕ1)−1)
)

+3ζ(2)
2π2 ·

(
sin(ϕ1) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ1/2)

)
−sin(ϕ2) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ2/2)

))
.

Proof. We recall that

F[
c(ϕ1,ϕ2)=

  
sin(φ)c(eiη, eiφ,1, eiϕ1 , eiϕ2)dηdφ+v[c(ϕ1,ϕ2)−v[c(0,ϕ2)+v[c(0,ϕ1).

If 0≤ϕ1 <ϕ2 < 2π, then the first summand is given by  
sin(φ)c(eiη, eiφ,1, eiϕ1 , eiϕ2)dηdφ = Re(−i · I2(eiϕ1 , eiϕ2))

= −ζ(2)
2π2 · ((cos(ϕ2)−1)(ϕ1 −π)− (cos(ϕ1)−1)(ϕ2 −π)−π).

We regroup the remaining terms as

v[c(ϕ1,ϕ2)−v[c(0,ϕ2)+v[c(0,ϕ1)= (v1(ϕ1,ϕ2)−v1(0,ϕ2)+v1(0,ϕ1))+(v2(ϕ1,ϕ2)−v2(0,ϕ2)+v2(0,ϕ1)).

The v1-terms then sum up to

4π2

ζ(2)
· (v1(ϕ1,ϕ2)−v1(0,ϕ2)+v1(0,ϕ1))

= (cos(ϕ1)+cos(ϕ2)) · (ϕ2 −ϕ1 −π)− (1+cos(ϕ2)) · (ϕ2 −π)+ (1+cos(ϕ1)) · (ϕ1 −π)
= cos(ϕ1)ϕ2 −cos(ϕ1)ϕ1 −cos(ϕ1)π+cos(ϕ2)ϕ2 −cos(ϕ2)ϕ1 −cos(ϕ2)π

−ϕ2 +π−cos(ϕ2)ϕ2 +cos(ϕ2)π+ϕ1 −π+cos(ϕ1)ϕ1 −cos(ϕ1)π
= cos(ϕ1)ϕ2 −2cos(ϕ1)π−cos(ϕ2)ϕ1 −ϕ2 +ϕ1,

whereas the v2-terms sum up to

2π2

3 ·ζ(2)
· (v2(ϕ1,ϕ2)−v2(0,ϕ2)+v2(0,ϕ1))

= (sin(ϕ1)−sin(ϕ2)) · log(sin((ϕ2 −ϕ1)/2))+sin(ϕ2) · log(sin(ϕ2/2))−sin(ϕ1) · log(sin(ϕ1/2))
= sin(ϕ1) · (log(sin((ϕ2 −ϕ1)/2))− log(sin(ϕ1/2)))−sin(ϕ2) · (log(sin((ϕ2 −ϕ1)/2))− log(sin(ϕ2/2)))

= sin(ϕ1) · log
(

sin((ϕ2 −ϕ1)/2)
sin(ϕ1/2)

)
−sin(ϕ2) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ2/2)

)
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We thus obtain
4π2

ζ(2)
·F[

c(ϕ1,ϕ2) = −2 · (cos(ϕ2)−1)(ϕ1 −π)+2 · (cos(ϕ1)−1)(ϕ2 −π)+2π

+cos(ϕ1)ϕ2 −2cos(ϕ1)π−cos(ϕ2)ϕ1 −ϕ2 +ϕ1

+6sin(ϕ1) · log
(

sin((ϕ2 −ϕ1)/2)
sin(ϕ1/2)

)
−6sin(ϕ2) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ2/2)

)
= −3ϕ1(cos(ϕ2)−1)+3ϕ2(cos(ϕ1)−1)−2π(2cos(ϕ1)+cos(ϕ2)−1)

+6sin(ϕ1) · log
(

sin((ϕ2 −ϕ1)/2)
sin(ϕ1/2)

)
−6sin(ϕ2) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ2/2)

)
.

Finally note that

−3ϕ1(cos(ϕ2)−1)+3ϕ2(cos(ϕ1)−1)−2π(2cos(ϕ1)+cos(ϕ2)−1)
= −3ϕ1(cos(ϕ2)−1)+3ϕ2(cos(ϕ1)−1)−4π(cos(ϕ1)−1)+2π(cos(ϕ2)−1)
= −(3ϕ1 −2π)(cos(ϕ2)−1)+ (3ϕ2 −4π)(cos(ϕ1)−1).

�

5.4. The final formula. Combining Proposition 4.5, Lemma 5.1 and Corollary 5.5 we finally
obtain:

Theorem 5.6. The Rogers dilogarithm L2 is given by the formula

L2(x) = ζ(2)
2

+ ζ(2)
2π

(
arctan

(
2x

1− x2

)
− π

2

)
−
ˆ −x−1

2x

0
F[

c

(
2 ·arccot

(
−t+ 1− x

2x

)
,2 ·arccot

(
−t− 1− x

2x

))
dt

+
ˆ x+1

2

0
F[

c

(
2 ·arccot

(
−t+ 1− x

2

)
,2 ·arccot

(
−t− 1− x

2

))
dt

−
ˆ 1

2

0
F[

c

(
2 ·arccot

(
−t+ 1

2

)
,2 ·arccot

(
−t− 1

2

))
dt

+
ˆ x

2

0
F[

c

(
2 ·arccot

(
−t+ x

2

)
,2 ·arccot

(
−t− x

2

))
dt,

where

F[
c(ϕ1,ϕ2) = −ζ(2)

4π2 · ((3ϕ1 −2π)(cos(ϕ2)−1)− (3ϕ2 −4π)(cos(ϕ1)−1)
)

+3ζ(2)
2π2 ·

(
sin(ϕ1) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ1/2)

)
−sin(ϕ2) · log

(
sin((ϕ2 −ϕ1)/2)

sin(ϕ2/2)

))
.

�
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