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Abstract

There are various simple reasons why a naive analog of the Maeda conjecture has to fail for
Drinfeld cusp forms. Focussing on double cusp forms and using the link found by Teitelbaum
between Drinfeld cusp forms and certain harmonic cochains, we observed a while ago that all
obvious counterexamples disappear for certain Hecke-invariant subquotients of spaces of Drinfeld
cusp forms of fixed weight, which can be defined naturally via representation theory. The present
work extends Teitelbaum’s isomorphism to an adelic setting and to arbitrary levels, it makes
precise the impact of representation theory, it relates certain intertwining maps to hyperderivatives
of Bosser-Pellarin, and it begins an investigation into dimension formulas for the subquotients
mentioned above. We end with some numerical data for A = F3[t] that displays a new obstruction
to an analog of a Maeda conjecture by discovering a conjecturally infinite supply of F3(t)-rational
eigenforms with combinatorially given (conjectural) Hecke eigenvalues at the prime t.
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Introduction

The conjecture of Maeda, which is now supported by much computational evidence but no theoretical
insight, asserts that the spaces Scl

k (SL2(Z)) of classical modular forms of weight k and level one
consist of a single Hecke orbit under the natural action of Gal(Q/Q) on systems of Hecke eigenvalues.
This suggests that Scl

k (SL2(Z)) possesses no non-trivial decompositions into Hecke stable subspaces.
Moreover the Maeda conjecture asserts that for fixed k the Galois group associated to the Hecke field
is the symmetric group Sm on m = dimScl

k (SL2(Z)) letters. Recently variants of the conjecture for
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levels Γ other than one have been suggested; see [DPP18]. Once the subspace spanned by CM forms
has been removed from Scl

k (Γ), the number of Hecke orbits seems to be related to the number of
inertial types of conductor given by the level – but this does not fully explain what is observed.

For Drinfeld modular forms, the situation is different. Let A be the coordinate ring of a smooth
projective curve over a finite field of characteristic p minus one point ∞ with quotient field F and
let Γ ⊂ GL2(F ) denote a congruence subgroup (throughout this introduction). Denote by Sk,l(Γ) the
space of Drinfeld cusp forms of weight k, type l and level Γ. The work [BP09] of Bosser and Pellarin
for A = Fq[t] and Γ = GL2(A) gives maps Sk′,l′(Γ) → Sk,l(Γ) under certain numerical conditions on
(k, l) and (k′, l′), that have to do with the vanishing of certain binomial coefficients mod p and require
k− k′ to be even. The maps are given in terms of hyperderivatives and are Hecke equivariant up to a
twist by a character, which for a prime p of A is given by p(k−k′)/2. Since these maps are in general
neither trivial nor surjective, the spaces Sk,l(Γ) can contain non-trivial Hecke stable subspaces. In
particular, a direct analog of a Maeda type conjecture is not possible for Drinfeld modular forms. An
even simpler argument to dispute such an analog is to use the p-power map Sk,l(Γ) → Spk,pl(Γ). It
is injective and, up to a Frobenius-twist, Hecke equivariant; but clearly the target has in general a
strictly larger dimension than the domain. It has also been known from the beginning that there are
cuspidal Hecke eigenforms that are not doubly-cuspidal. However they could play a role similar to
CM forms in the classical case.

Our starting point towards a systematic study of Maeda-style conjectures in the Drinfeld setting is
the Hecke-equivariant residue isomorphism Sk,l(Γ) ∼= Char(Vk,l)

Γ of Teitelbaum from [Tei91] between
spaces of cusp forms of a given weight k, type l and level Γ and spaces of Γ-invariant harmonic
cochains with values in a certain GL2-representation Vk,l that is a finite-dimensional F -vector space.
The results in [Tei91] are only fully developed for groups Γ that have no prime-to-p torsion, and
the results are not developed in an adelic setting. In [Böc02] the first author gave such an adelic
setting, but only for small adelic level groups K. As the group SL2(A), which has prime-to-p torsion,
is the most natural candidate for studying Maeda-style behaviors in our setup, and as one needs a
suitable Hecke theory, Section 1 of this article is devoted to removing this restriction and to proving
the following theorem which generalizes both [Tei91] and [Böc02]. Here, we denote by Sk,l(K) the
space of adelic Drinfeld cusp forms of weight k, type l and level K, by Cad

har(Vk,l,K) the corresponding
space of adelic harmonic cochains and by StK the adelic Steinberg module. All three carry an action
of a naturally defined Hecke algebra HK.

Theorem (Theorem 1.7, Corollary 1.21). Let K be any compact open subgroup of GL2(A∞F ).

(a) There are Hecke-equivariant isomorphisms

Sk,l(K)
'−→ Cad

har(Vk,l,K)GL2(F ) ⊗F C∞ and Cad
har(Vk,l,K)GL2(F ) '−→ StK ⊗GL2(F ) Vk,l.

(b) The assignment N 7→ Cad
har(N,K)GL2(F ) defines an exact functor from the category of F [GL2(F )]-

modules of finite F -dimension to the category of HK-modules of finite F -dimension.

Let us mention that in the course of proving the above theorem, we provide an alternative description
of the Hecke action in the adelic setting not given [Böc02], and we indicate a proof why the two actions
agree. The action here is much simpler than that in [Böc02]. The latter was motivated by translating
the Hecke action on (adelic) Drinfeld cusp forms via the residue isomorphism. The remaining part
of the proof is based on general cohomological considerations presented in Appendix A. A main
observation is that the Steinberg modules St and StK recalled in formulas (2) and (7), respectively,
have nice cohomological properties for all congruence subgroups Γ or all compact open subgroups K,
and not only Γ that are p′-torsion free, or K that are small.

2



Part (b) of the above theorem turns any composition series of Vk,l into a Hecke-stable composi-
tion series of Sk,l(K). Therefore in Section 2 we shall study in detail the representation theory of
F [GL2(F )]-representations of finite F -dimension. Building on [Bon11], we classify the irreducible rep-
resentation of GL2(F ) and explain how to algorithmically determine the simple factors of Vk,l; observe
that this has no counterpart in characteristic zero, where the analogous GL2(Q)-representations are
irreducible. Moreover in Proposition 2.6 we provide non-trivial maps between representations Vk,l and
Vk′,l′ under certain conditions on (k, l) and (k′, l′), to which we were led to by [BP09]. The kernels and
images of these maps contribute to composition series of the Vk,l, but in general do not give a maximal
composition series. For arbitrary (k, l), we cannot describe a composition series of the Vk,l, not even
algorithmically; we can only describe as a quotient its Jordan-Hölder factor of highest weight.

Section 3 explains how the maps between different representations Vk,l of Section 2 turn into the
hyperderivatives of [BP09] as well as the Frobenius map on Drinfeld cusp forms under the functor
and the isomorphism of the above theorem, see Corollary 3.8 and Proposition 3.11. As a byproduct
we provide natural extensions of the maps of [BP09] to any ring A and any level subgroup K. Taking
the existence of single-cuspidal eigenforms into account, our representation-theoretic approach covers
all previously known obstructions to the irreducibility of Sk,l(SL2(A)) as a Hecke-module.

Part (b) of the above theorem also makes it clear that from a representation theoretic viewpoint it is
essential to understand the Hecke-modules Cad

har(N,K)GL2(F ) for simple N . A first step is to determine
their dimension. If K is small, or if Γ has no prime-to-p torsion, such formulas are implicit in [Tei91];
for instance, for any such Γ there exists a constant cΓ > 0 such that dimF Char(V )Γ = cΓ dimF V
for any F [GL2(F )]-module V of finite F -dimension. This does not apply, however, to groups like
SL2(A), for which one should first study analogs of a Maeda conjecture. Therefore in Section 4 we
investigate the dimension of Char(Lk)

SL2(A) for the irreducible SL2(F )-modules Lk, k ≥ 0, introduced
in Section 2, and for A = Fq[t]. If q is odd and k is odd, the dimension is zero. Otherwise we expect

dimF Char(Lk)
SL2(A) ≈ gcd(2, q2 − 1)

q2 − 1
dimF Lk.

For q = 2, 3, 5, we present closed formulas for all k, which support this expectation, see Propositions
4.9, 4.10 and 4.11.

Having understood the impact of representation theory, in Section 5 we explore the possibility of
there being a Maeda-style conjecture. We take A = Fq[t] and Γ = SL2(A), and we consider a
natural increasing sequence of weights kn for which the GL2(F )-representation Vkn,l is irreducible (for
SL2 the types are irrelevant). Making use of computer algebra systems, we explicitly determine the
characteristic polynomials of the Hecke operator Tt on Char(Vkn,l)

Γ at the prime (t) ⊂ A, disregarding
single-cuspidal Hecke eigenforms. The outcome of our experiments in Table 1 for p = 3 caught us
by surprise. In the weights kn searched, we discovered an increasing number (in n) of F -rational
Hecke eigenforms of multiplicity one, that seem to be new to the literature. We have conjectural
recipes for the number of such forms in weight kn and for the occurring Tt-eigenvalues, see Table 2
and Conjecture 5.1. The existence of these forms beyond the range of our data is open. Putting these
eigenforms and the single cuspidal eigenforms aside, our data still gives no Maeda type conjecture. In
our computations we encountered one or two Hecke orbits; in all cases their associated Galois group
over F is a symmetric group, as conjectured in the classical case. But we feel that more computations
are needed – which is difficult, since kn grows exponentially. Our search for a conceptual explanation
for the existence of these special F -rational eigenforms has failed so far, but we plan to further
investigate this question in future work.
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Notation and conventions

◦ F will denote a global function field with constant field Fq of cardinality q and characteristic p,
and we set e := logp q, so that q = pe.

◦ We fix a place∞ of F and define A as the subring of F of functions regular away from∞. This
is the coordinate ring of a smooth affine curve with finite unit group and constant field k.

◦ We let Â be the profinite completion lim
←−

A/n, the limit being over all non-zero ideals n of A.

◦ For any non-zero prime ideal p of A, we let Ap be the completion of A at p and we let Fp be the
fraction field of Ap, i.e., the completion of F at p.

◦ We write A∞F = Â⊗A F for the ring of adeles away from ∞.

◦ The completion of F at∞ will be F∞, its valuation ring O∞ ⊂ F∞, and a uniformizer is π ∈ F∞.

◦ The completion of an algebraic closure of F∞ is denoted by C∞.

Acknowledgements: We are grateful to A. Petrov for carrying out many computations at an early
stage of our investigations. We would also like to thank the anonymous referee for the valuable
comments. G.B. and P.G. received support from the DFG within the FG 1920 and the SPP 1489.

1 Harmonic cochains and the Steinberg module

In this section we recall results on harmonic cochains and the Steinberg module, and we briefly
describe the link to Drinfeld cusp forms for GL2.

1.1 The local theory

Let T be the Bruhat-Tits-tree for PGL2 for F∞. We consider it as a graph with vertex set T0 and
oriented edge set T or

1 . For any oriented edge e, write e∗ for the edge opposite to e, and write o(e)
and t(e) for the origin and the terminus of e. The tree comes with a left-action of PGL2(F∞), i.e.,
we have such an action on T0 and on T or

1 and the maps o(·) and t(·) are equivariant with respect to
these actions. For a precise description of the tree, see [Ser03, II.1].

Let N be an F [GL2(F )]-module. Define the space of N -valued harmonic cochains on T as

Char(N) =
{
c : T or

1 → N | c(e∗) = −c(e) for all e ∈ T or
1 ,

∑
t(e)=v

c(e) = 0 for all v ∈ T0

}
.

The F -vector space Char(N) carries an action of GL2(F ) by defining for γ ∈ GL2(F ) and c ∈ Char(N)
the map

γ ◦ c : T or
1 → N, e 7→ γ(c(γ−1e)).

We will be interested in invariants of Char(N) under certain subgroups of GL2(F ). To define them,
let P be a rank 2 projective A-submodule of F 2, so that we have a group monomorphism AutA(P )→
GL2(F ). For a non-zero ideal n of A define AutA(P, n) as the subgroup of elements of AutA(P ) whose
induced action on P/nP is trivial.

Definition 1.1. One calls a subgroup Γ of GL2(F ) a congruence subgroup if there are P and n as
above such that AutA(P, n) ⊂ Γ ⊂ AutA(P ).
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If N has finite F -dimension, it is shown in [Tei91], building on [Ser03], that for any congruence
subgroup Γ of GL2(F ) the space Char(N)Γ of Γ-invariant N -valued harmonic cochains is a finite-
dimensional F -vector space.

Denote by F 2 the tautological GL2(F )-representation and write det for the representation on F via
the determinant GL2(F ) → GL1(F ). For any F [GL2(F )]-module N we denote by N∗ the F -dual
HomF (N,F ); it is again an F [GL2(F )]-module. Of central interest to us are the F [GL2(F )]-modules

Vk,l :=
(

detl−1⊗F Symk−2((F 2)∗)
)∗
. (1)

Let Sk,l(Γ) denote the space of cusp forms of weight k and type l for Γ from [Gek88], for A = Fq[t],
or from [Böc02], in general. The following result is from [Tei91], though proofs in full generality are
only given in [Böc02].

Theorem 1.2. For any congruence subgroup Γ ⊂ GL2(F ) there is a natural isomorphism of C∞-
vector spaces.

Sk,l(Γ)
'−→ Char(Vk,l)

Γ ⊗F C∞.

For A = Fq[t] the isomorphism above is also one of Hecke modules. As it is more natural to discuss
the Hecke action in an adelic context, we shall postpone this for the moment.

The description of Drinfeld cusp forms via harmonic cochains is a first combinatorial description
of such forms. Another one is via the Steinberg module, which we recall next. We consider the
projective space P1(F ) over F as a left GL2(F )-set via γ · (a : b) := (a : b)γ−1 for γ ∈ GL2(F )
and (a : b) ∈ P1(F ). This induces a left Z[GL2(F )]-module structure on Z[P1(F )]. The degree
map deg : Z[P1(F )]→ Z,

∑
i niPi 7→

∑
ni is GL2(F )-equivariant. The projective line P1(F∞) can be

interpreted as the boundary of T , its subset P1(F ) is related to the pair (T ,Γ). The Steinberg module
for GL2(F ) is defined as the left Z[GL2(F )]-module

St := Z[P1(F )]0 := Ker
(

deg : Z[P1(F )]→ Z
)
. (2)

Recall that a group is called p′-torsion free, if all its torsion elements have order a power of p. If Γ is
a congruence subgroup of GL2(F ) that is p′-torsion free, then it is shown in [Ser03, II.2.9] that St is
a finitely generated projective Z[Γ]-module. We recall this in some detail, because it is relevant when
we later compare the Hecke action defined below with the Hecke action from [Böc02].

Following Serre [Ser03], we say that a simplex s of T is Γ-stable if StabΓ(s) is trivial. We write
T or,Γ-st

1 for the set of Γ-stable oriented edges, and T Γ-st
0 for the set of Γ-stable vertices. By their

definition, Γ acts freely on T or,Γ-st
1 and on T Γ-st

0 . Hence Z[T or,Γ-st
1 ] and Z[T Γ-st

0 ] are free Z[Γ]-modules.

There is a natural boundary map ∂Γ : Z[T or,Γ-st
1 ]→ Z[T Γ-st

0 ], defined by mapping a Γ-stable edge e to
[t(e)]Γ-st − [o(e)]Γ-st with the convention that for a simplex s of T we set [s]Γ-st = [s], if s is Γ-stable,
and [s]Γ-st = 0, otherwise; so indeed ∂Γ depends on Γ. The following is from [Ser03, II.2.9]; the
formulation follows [Böc02, § 5.3 and Proposition 5.16].

Lemma 1.3. Suppose that Γ ⊂ GL2(F ) is a p′-torsion free congruence subgroup. Then we have:

(a) ∂Γ : Z[T or,Γ-st
1 ]→ Z[T Γ-st

0 ] is a surjective Z[Γ]-module homomorphism.

(b) The action [e] 7→ −[e∗] induces an action of Z/(2) on Z[T or,Γ-st
1 ], and the resulting space of

coinvariants Z[T Γ-st
1 ] := Z[T or,Γ-st

1 ]/{e+ e∗ | e ∈ T or,Γ-st
1 } is again a free Γ-module.

(c) There is an induced surjective Z[Γ]-module homomorphism ∂̄Γ : Z[T Γ-st
1 ]→ Z[T Γ-st

0 ].
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(d) There is a natural isomorphism bΓ : St→ Ker(∂̄Γ) of Z[Γ]-modules.

(e) The number of Γ-orbits of T or,Γ-st
1 and of T Γ-st

0 are finite.

(f) St is a finitely generated projective Z[Γ]-module.

Remark 1.4. Note that if Γ ⊂ Γ̃ ⊂ GL2(F ) are congruence subgroups such that Γ is p′-torsion free

and normal in Γ̃, then Z[T Γ-st
1 ] and Z[T Γ-st

0 ] carry natural structures as Z[Γ̃]-modules and the map ∂̄Γ

and the isomorphism bΓ are Z[Γ̃]-module homomorphisms. To see this, one verifies that all objects
and morphisms of the diagram in the proof of [Böc02, Proposition 5.16] carry a natural Γ̃-action.

Let us give an explicit description of bΓ from Lemma 1.3(d), as it will be used in the proof of the
following result.1 As a Z-module, St is free, and a basis is given by the elements (a : 1)− (1 : 0) with
a ∈ F . Thus it will suffice to describe bΓ(P ′ − P ) for any pair of distinct points P, P ′ of P1(F ). Let
℘P→P ′ be the geodesic in T from P to P ′. We think of ℘P→P ′ as a sequence (ei)i∈Z of edges such
that t(ei−1) = o(ei) for i ∈ Z. The geodesic ℘P→P ′ is then characterized by requiring that this path
has no back-tracking, and that the half lines (ei)i≤0 and (ei)i≥0 represent the boundary points P and
P ′, respectively. From [Ser03, II.2.9] one deduces:

0 6= bΓ(P ′ − P ) =
∑
i∈Z

[ei]
Γ-st ∈ Ker(∂̄Γ) ⊂ Z[T Γ-st

1 ]. (3)

The sum is finite: there are infinite half lines contained in (ei)i≤0 and in (ei)i≥0, that end in P and
P ′, respectively, on which StabΓ(ei) is non-trivial (and growing in |i|) and contained in StabΓ(P ) or
StabΓ(P ′), respectively. The non-vanishing is clear since bΓ is an isomorphism and P ′−P is non-zero
in St.

The following lemma will be used to prove the comparison result Proposition 1.12.

Lemma 1.5. Suppose Γ′ ⊂ Γ are p′-torsion free congruence subgroups of GL2(F ). Define maps

p0,Γ′⊂Γ : Z[T Γ′-st
0 ]→ Z[T Γ-st

0 ], [v]Γ
′-st 7→ [v]Γ-st and p1,Γ′⊂Γ : Z[T Γ′-st

1 ]→ Z[T Γ-st
1 ], [e]Γ

′-st 7→ [e]Γ-st.

Then the following diagram is commutative:

0 // St
bΓ′ // Z[T Γ′-st

1 ]
∂̄Γ′ //

p1,Γ′⊂Γ

��

Z[T Γ′-st
0 ] //

p0,Γ′⊂Γ

��

0

0 // St
bΓ // Z[T Γ-st

1 ]
∂̄Γ // Z[T Γ-st

0 ] // 0

Proof. The maps p0,Γ′⊂Γ and p1,Γ′⊂Γ are clearly well-defined, since we describe them on bases. The
commutativity of the diagram is an immediate consequence of the description of bΓ in (3) – and our
definitions of the maps ∂̄Γ, p0,Γ′⊂Γ and p1,Γ′⊂Γ and t 7→ [t]Γ-st.

Now Teitelbaum in [Tei91] defines a map ιN,Γ of F -vector spaces as follows.2 He considers

Char(N)Γ → Z[T Γ-st
1 ]⊗Z[Γ] N, c 7→

∑
e∈Γ\T or,Γ-st

1 /{±1}

e⊗Γ c(e), (4)

and he verifies that that this map is well-defined and if composed with ∂̄Γ ⊗Γ idN is zero. If now Γ
is p′-torsion free, then St⊗Γ N ∼= Ker(∂̄Γ ⊗Γ idN ), because Z[T Γ-st

0 ] is a projective Z[Γ]-module. One
obtains an induced map ιN,Γ : Char(N)Γ → St⊗Γ N .

1We do assume throughout this paragraph that the reader is familiar with [Ser03, II.2.9]. We implicitly recall b−1
Γ in

the second paragraph above Lemma 1.10.
2 As introduced, T0, T1 and St carry a left GL2(F )-action. We regard them as right modules by defining (·)γ := γ−1(·).
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Theorem 1.6 ([Tei91, Prop. 21]3). Suppose that Γ is a p′-torsion free congruence subgroup of GL2(F ).
Then the map ιΓ,N is an F -vector space isomorphism

Char(N)Γ → St⊗Γ N.

In particular ιΓ,Vk,l : Char(Vk,l)
Γ → St⊗Γ Vk,l is an isomorphism.

We shall remove the constraint that Γ be p′-torsion free in Theorem 1.14 and show further that the
functor St⊗Γ is exact on F [GL2(F )]-modules.

1.2 The global adelic theory

To define a Hecke action, for general F and∞ with class number possibly different from 1, we adelize
the above situation. We fix a compact open subgroup K ⊂ GL2(A∞F ). As before, we let N be an
F [GL2(F )]-module.

Let e ∈ T or
1 , v ∈ T0 and g ∈ GL2(A∞F ). We shall write [e, g]K and [v, g]K for respective classes in

T or
1,K := T or

1 × GL2(A∞F )/K and T0,K := T0 × GL2(A∞F )/K. Both T or
1,K and T0,K carry a left GL2(F )-

operation by γ[s, g]K := [γs, γg]K for s a simplex and γ ∈ GL2(F ). The space Cad
har(N,K) of harmonic

cochains of level K is the set of all maps c : T or
1,K → N such that for all g ∈ GL2(A∞F ) we have

c([e∗, g]K) = −c([e, g]K) for all e ∈ T or
1 and

∑
t(e)=v

c([e, g]K) = 0 for all v ∈ T0.

It is a left F [GL2(F )]-module by defining for γ ∈ GL2(F ) and c ∈ Cad
har(N,K) the map

γ ◦ c : T or
1,K → N, [e, g]K 7→ γ(c(γ−1[e, g]K)).

By strong approximation the determinant map induces a bijection of double cosets

det : GL2(F )\GL2(A∞F )/K −→ GL1(F )\GL1(A∞F )/det(K) =: ClK. (5)

The right hand side is a finite extension of the class group of A, and hence a finite group. Hence there is
a tuple (gc)c∈ClK in GL2(A∞F ), such that GL2(A∞F ) is equal to the disjoint union

∐
c∈ClK GL2(F )gcK.

The groups Γgc := gcKg−1
c ∩ GL2(F ) are congruence subgroups and one can construct a natural

isomorphism between spaces of invariants

Cad
har(N,K)GL2(F ) ∼=

⊕
c∈ClK

Char(N)Γgc . (6)

In particular, the space Cad
har(N,K)GL2(F ) of GL2(F )-invariant N -valued adelic harmonic cochains has

finite F -dimension whenever N has finite F -dimension.

The space Cad
har(N,K)GL2(F ) carries an action by Hecke operators. Let y ∈ GL2(A∞F ). Then KyK ⊂

GL2(A∞F ) is compact and hence a finite disjoint union KyK =
∐
i yiK of right translates of the open

subgroup K. Define the Hecke operator |KyK for y by mapping c ∈ Cad
har(N,K) to

c|KyK : T or
1,K → N, [e, g]K 7→

∑
i

c([e, gyi]).

3 Strictly speaking, Teitelbaum proves the result only for Vk,l. But his proof on [Tei91, pp. 504–506] carries over
with no changes to all N .
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The Hecke action clearly commutes with the left GL2(F )-action and thus preserves Cad
har(N,K)GL2(F ).

It is also clear that the operator |KyK is independent of the chosen yi. The operators |KyK do in general
not preserve the ‘local’ factors in (6), i.e., the direct summands on the right.

Let Sk,l(K) denote the space of adelic cusp forms of weight k and type l for K from [Böc02]. It is the
natural generalization to the adelic setting of the local definition of Sk,l(Γ) used by Goss, Gekeler et
al. The following is obtained as in [Böc02, Sects. 5, 6], building on [Tei91] after taking into account
the different normalizations regarding the action on Vk,l.

Theorem 1.7. For any compact open subgroup K ⊂ GL2(A∞F ) there is an isomorphism

Sk,l(K)
'−→ Cad

har(Vk,l,K)GL2(F ) ⊗F C∞,

which is equivariant for all Hecke operators |KyK for y ∈ GL2(A∞F ).

The map is given by an explicit residue map which we will recall in Section 3.

Next we recall the adelic Steinberg module. We define it as the kernel in the short exact sequence

0→ StK → Z[P1(F )×GL2(A∞F )/K]
degK→ Z[GL2(A∞F )/K]→ 0, (7)

with degK = deg⊗ idGL2(A∞F )/K. The sequence carries a left Z[GL2(F )]-action induced from the left

actions of GL2(F ) on P1(F ) as given before (2) and on GL2(A∞F )/K by left multiplication.

For y ∈ GL2(A∞F ) and KyK =
∐
i yiK from above, we define a Hecke action on StK as follows: first

define

|KyK : Z[P1(F )×GL2(A∞F )/K]→ Z[P1(F )×GL2(A∞F )/K], (P, gK) 7→
∑
i

(P, gyiK),

|KyK : Z[GL2(A∞F )/K]→ Z[GL2(A∞F )/K], [gK] 7→
∑
i

[gyiK].

It is clear that degK is equivariant for these definitions of |KyK, and that the maps are independent of
the chosen representatives yi. Moreover the Hecke operation commutes with the GL2(F )-action since
one acts from the right and the other from the left. Hence |KyK lies in EndZ[GL2(F )](StK).

The advantage of the above action is that it works for any compact open subgroup K of GL2(A∞F ).
To compare it with [Böc02, Sect. 6], we need a definition.

Definition 1.8. We call K small if for all g ∈ GL2(A∞F ) the congruence subgroup Γg := gKg−1 ∩
GL2(F ) is p′-torsion free.

We refer the reader to Lemma 1.15 for some criteria for K to be small.

The construction of Hecke operators on StK in [Böc02, Sect. 6] was only given for small K. The
construction was adapted to the adelization of the isomorphism from Theorem 1.6. To continue, the
following result is important.

Proposition 1.9. Suppose that K is small. Then for any y ∈ GL2(A∞F ), the operator |KyK constructed
here and the operator |KyK constructed in [Böc02, Sect. 6] agree.

For the proof we first need some preparations similar to [Böc02, § 6.4], that basically amount to
an adelic version of Lemma 1.3. Suppose that K is small. A simplex [s, g]K of the union of trees
TK := T × GL2(A∞F )/K is called K-stable if StabGL2(F )([s, g]K) is trivial. Define sets of K-stable
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simplices T st
0,K and T or,st

1,K and observe that by definition GL2(F ) acts freely on these. One has a

natural boundary map ∂st
K : Z[T or,st

1,K ]→ Z[T st
0,K] given by mapping [e, g]K to [t(e), g]stK− [o(e), g]stK, with

the convention that for any simplex [s, g]K of TK we set [s, g]stK = [s, g]K, if [s, g]K is K-stable, and
[s, g]stK = 0, otherwise, as in the definition of ∂Γ. One also has the usual boundary map ∂K : Z[T or

1,K]→
Z[T0,K] from algebraic topology. Let T or,ust

1,K = T or
1,K r T or,st

1,K and T ust
0,K = T0,K r T st

0,K. This defines a

subgraph of TK, and the restriction of ∂K gives the standard boundary map Z[T or,ust
1,K ]→ Z[T ust

0,K ]. One

has a Z/(2)-action [e, g]K 7→ −[e∗, g]K on the modules Z[T or
1,K] and Z[T or,st

1,K ] that commutes with ∂K

and ∂st
K . For ∗ ∈ {st,ust,∅}, the modules of Z/(2)-coinvariants are denoted by Z[T ∗1,K], and we put

a bar on the induced boundary maps. The Z/(2)-action also preserves Z[T ∗1,K ∩ (T1 × {gK})], and we

write Z[T ∗1,K ∩ (T 1 × {gK})] for the module of coinvariants. We observe that Z[T st
1,K] is again a free

GL2(F )-module.

Now for each g ∈ GL2(F ) consider the following commutative diagram with exact rows

0 // Z[T ust
1,K ∩ (T 1 × {gK})] //

∂̄K
��

Z[T 1,K ∩ (T 1 × {gK})] //

∂̄K
��

Z[T st
1,K ∩ (T 1 × {gK})] //

∂̄st
K
��

0

0 // Z[T ust
0,K ∩ (T0 × {gK})] // Z[T0,K ∩ (T0 × {gK})] // Z[T st

0,K ∩ (T0 × {gK})] // 0

and where the horizontal maps are the natural choices. To verify the properties of the diagram and
its well-definedness the reader should convince herself that the following identifications hold. One

has T st
i,K ∩ (T 1 × {gK}) = T Γg-st

i × {gK}, for i = 0, 1 and then the left vertical arrow is equal to
∂̄Γg × id{gK}. This makes accessible all results of Lemma 1.3 to the above diagram. The cokernel of
the right vertical arrow is 0, as are the kernels of the middle and left vertical maps, the kernel of the
right vertical arrow is Ker(∂̄Γg) × {gK}, the cokernel of the middle vertical arrow is Z × {gK} and

that of the left one is Z[P1(F )]× {gK}. The map b−1
Γg

is the connecting homomorphism in the Snake

Lemma. See also [Ser03, II.2.9] and in particular the proof of Lemma 13 therein.

Choose now for each class c ∈ ClK from (5) a representative by gc ∈ GL2(A∞F ), and choose rep-
resentatives for the sets GL2(F )/Γgc , c ∈ ClK. Taking the direct sum

⊕
c∈ClK

⊕
γ∈GL2(F )/Γgc

over
the above diagrams with g being replaced by γgc, we obtain the above diagram with the expressions
∩(T 1 × {gK}) removed in the top row and with ∩(T0 × {gK}) removed in the bottom row, i.e.,
the diagram in the adelic setting! From Lemma 1.3 and GL2(F )/Γgc

∼= GL2(F )\GL2(F )gcK/K, we
deduce

Lemma 1.10. Suppose that K ⊂ GL2(A∞F ) is small. Then we have:

(a) The sequence 0→ Ker ∂̄st
K → Z[T st

1,K]
∂̄st
K→ Z[T st

0,K]→ 0 is exact.

(b) The Z[GL2(F )]-modules Z[T st
1,K] and Z[T st

0,K] are free and finitely generated.

(c) There is a natural isomorphism bK : StK → Ker(∂̄st
K ) of Z[GL2(F )]-modules.

(d) StK is a finitely generated projective Z[GL2(F )]-module.

Let us also describe bK. Let P, P ′ be distinct elements of P1(F ) and g ∈ GL2(A∞F ). Then as indicated
below Lemma 1.3 in the local situation, there is a geodesic path ℘P→P ′,gK from (P, gK) to (P ′, gK).
Let ([ei, g]K)i∈Z denote the sequence of successive edges forming ℘P→P ′,gK. Then (3) interpreted in
the adelic situation gives

0 6= bK((P ′, gK)− (P, gK)) =
∑
i∈Z

[ei, g]stK. (8)
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Proof of Proposition 1.9. The Hecke action introduced here on StK is defined via compatible actions
on the middle and right terms of the complex (7). The Hecke action in [Böc02, Sect. 6] is defined via
a compatible action on the middle and right term of the complex in Lemma 1.10(a). The key for the
comparison is the isomorphism bK. Note that the elements (P ′, gK) − (P, gK) generate StK over Z,
when gK traverses GL2(A∞F )/K and P, P ′ traverse all distinct pairs of points of P1(F ),

Fix gK and distinct points P ′, P from P1(F ), and represent ℘P→P ′,gK by it sequence of successive
edges ([ei, g]K)i∈Z. Let y ∈ GL2(A∞F ) and write KyK =

∐
i∈I yiK. For a stable edge [e, g]K, in [Böc02,

§ 6] its course crs([e, g]K) is defined as the maximal geodesic path in T or
1,K that contains [e, g]K as its

unique stable edge; if source and terminus of [e, g]K are stable, then crs([e, g]K) consists of [e, g]K only;
if [s(e), g]K is stable, but [t(e), g]K is not, then crs([e, g]K) is the infinite path from [e, g]K to the unique
boundary point (Q, gK) such that

StabGL2(F )([t(e), g]K) = StabΓg(t(e)) ⊂ StabΓg(Q) = StabGL2(F )((Q, gK));

etc. In the formal completion of Z[T st
1,K], one finds the equality (of infinite sums)∑

i∈Z

( ∑
[e′,g]K∈crs([ei,g]stK)

[e′, g]K

)
=
∑
i∈Z

[ei, g]K.

Now [Böc02, § 6] defines [ei, g]stK|KyK =
∑

[e′,g]K∈crs([ei,g]stK)

∑
i∈I [e

′, gyi]
st
K; here the right hand side is

finite, because the sum is over stable edges only. It follows for the Hecke action as defined in [Böc02,
§ 6] that one has

bK
(
(P ′, gK)− (P, gK)

)
|KyK =

∑
i∈I

∑
j∈Z

[ej , gyi]
st
K.

The Hecke action defined here is given directly by

((P ′, gK)− (P, gK))|KyK =
∑
i∈I

(
(P ′, gyiK)− (P, gyiK)

)
.

To see that the actions agree, we need to show that bK((P ′, gyiK) − (P, gyiK)) =
∑

j∈Z[ej , gyi]
st
K for

all i ∈ I: the point is that the geodesic ℘P→P ′,gy′iK is the sequence of successive edges ([ei, gy
′
i]K)i∈Z

– altering the label gK into gy′iK maps a geodesic to a geodesic. This completes the proof.

One can now generalize the map ιΓ,N from (4) to the adelic setting. This gives the F -linear homo-
morphism ιK,N : Cad

har(N,K)GL2(F ) → StK ⊗GL2(F ) N , defined by

ιK,N (c) =
∑

[e,g]K∈GL2(F )\T or,st
K,1 /{±1}

[e, g]K ⊗ c([e, g]K) ∈ Z[T or,st
K,1 ]⊗GL2(F ) N (9)

for any F [GL2(F )]-module N of finite F -dimension. Because of Proposition 1.9 we can quote from
[Böc02, § 6] the following result where the Hecke action on StK is the one defined here.

Theorem 1.11 ([Böc02, § 6.4]). If K is small, then ιK,N defines Hecke-equivariant isomorphisms

Cad
har(N,K)GL2(F ) '−→ StK ⊗GL2(F ) N.

Proof. Being an isomorphism as F -vector spaces is deduced from Theorem 1.6 and (6). The Hecke-
equivariance is seen as in [Böc02, § 6.4].

We shall remove the requirement that K is small in Corollary 1.21 and also show that the functor
StK ⊗GL2(F ) is exact on F [GL2(F )]-modules.
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1.3 Extensions of Theorem 1.6 and Theorem 1.11

In this subsection we extend Theorem 1.6 and Theorem 1.11 in the way promised after their formu-
lation using some more general cohomological results proved in Appendix A. One motivation is that
it should be clarified that the above results hold for all congruence subgroups Γ of GL2(F ) or all
compact open subgroups K of GL2(A∞F ), respectively. Another is that the comparison to [BP08] in
Section 3, as well as our computations for A = Fq[t] in Section 5 towards a Maeda type conjecture
are for Γ ∈ {SL2(A),GL2(A)} which are not p′-torsion free.

Let first Γ be a congruence subgroup of GL2(F ), say AutA(P, n) ⊂ Γ ⊂ AutA(P ) for some projective
rank 2 A-submodule P of F 2 and some non-zero ideal n of A. Let p be any non-zero prime ideal
of A. Then the homomorphism AutA(P ) → AutAp(P ⊗A Ap) ∼= GL2(Ap) is injective. The kernel
of AutAp(P ⊗A Ap) → AutA/p(P/pP ) is an open pro-p subgroup of GL2(Ap). Let Γp denote the
intersection of this kernel with Γ; then clearly Γp is p′-torsion free. By construction, it is normal in
Γ, and since AutA(P, np) ⊂ Γp, it is a congruence subgroup.

Fix p as above and let N be a F [GL2(F )]-module. Consider the isomorphism ιΓp,N : Char(N)Γp →
St⊗Γp N . There is an obvious action of Γ̄ := Γ/Γp on Char(N)Γp and an action on St⊗Γp N defined
by

γ̄ ·m⊗Γp n = mγ−1 ⊗Γp γn, (10)

form ∈ St, n ∈ N and γ ∈ Γ. One verifies that ιΓp,N induces an isomorphism Char(N)Γ → (St⊗ΓpN)Γ̄,
using the explicit formula (4). The norm map considered in Proposition A.1(b) gives an isomorphism

St⊗Γ N
'→ (St⊗Γp N)Γ̄, and we write ι̃Γ,N for the combined isomorphism Char(N)Γ → St⊗Γ N .

Proposition 1.12. If Γ is p′-torsion free, then ι̃Γ,N = ιΓ,N .

Proof. We need to show that the following diagram commutes:

Char(N)Γp
ιΓp,N

' // St⊗Γp N

Char(N)Γ
?�

OO

ιΓ,N

' // St⊗Γ N ∼= (St⊗Γp N)Γ νN,Γ

// (St⊗Γp N)Γ,
?�

OO

where νN,Γ denotes the norm map m ⊗Γ v 7→
∑

γ̄∈Γmγ
−1 ⊗Γp γv from (28). Let c be in Char(N)Γ.

Going up and right gives

ιΓp,N (c) =
∑

e∈Γp\T
or,Γp-st

1 /{±}

e⊗Γp c(e).

Because ιΓp,N (c) lies in St⊗ΓpN ⊂ Z[T Γp-st
1 ]⊗ΓpN , it remains invariant if we apply to it p1,Γp⊂Γ⊗ idN

with p1,Γp⊂Γ from Lemma 1.5. Hence

ιΓp,N (c) =
∑

e∈Γp\T or,Γ-st
1 /{±}

e⊗Γp c(e). (11)

Observe that in the summation index, we have Γp-orbits of Γ-stable elements. If we follow the bottom
path, then

c 7→
∑

e∈Γ\T or,Γ-st
1 /{±}

e⊗Γ c(e) 7→
∑

e∈Γ\T or,Γ-st
1 /{±}

∑
γ̄∈Γ

eγ−1 ⊗Γp γc(e).

Now observe that eγ−1 = γe, that γc(e) = c(γe) and that Γ = ∪γ̄∈ΓγΓp. It follows that the last
expression is equal to (11), which shows that the diagram commutes.
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Remark 1.13. In the above construction of ι̃Γ,N , we can replace p by any proper ideal m ⊂ A that is
non-zero, and work with Γm instead of Γp, and it is straightforward to observe that Proposition 1.12
also holds in that generality. It then follows in particular that ι̃Γ,N is independent of any choice, and
that for p′-torsion free Γ the map is the one defined by Teitelbaum.

Thus from now on we simply write ιΓ,N instead of ι̃Γ,N for all congruence subgroups Γ of GL2(F ).

Next we state an immediate consequence of Proposition A.1(c):

Theorem 1.14. Let Γ ⊂ GL2(F ) be a congruence subgroup, let A be a ring of characteristic p > 0
and let N be an A[Γ]-module. Then the following hold:

(a) The map ιΓ,N defines an F -vector space isomorphism

Char(N)Γ → St⊗Γ N.

(b) The functor St⊗Γ : from A[Γ]- to A-modules is exact.

In particular ιΓ,Vk,l : Char(Vk,l)
Γ → St⊗Γ Vk,l is an isomorphism for all k, l.

We now pass to the adelic situation and use the notation from A.2. We denote by K′′ ⊂ K′ ⊂ K
compact open subgroups of GL2(A∞F ) such that K′′ is normal in K. We consider G := GL2(F ) as a
subgroup of GL2(A∞F ) via the diagonal embedding F ↪→ A∞F . Thereby S := GL2(A∞F )/K′′ carries a
left action by G; it also carries an obvious right action by H := K/K′′; a short computation reveals
that S is free as a right H-set, so that condition (31) in Subsection A.2 is satisfied. Let M := St be
the Steinberg module. Then

M [S] =
⊕
s∈S

M = StK′′

is a right Z[G × H]-module by the formula in (32), we have M [S/H] = M [S]H = StK, and StK′′ is
free H-module. In the present situation, using StK′′ = St⊗Z Z[S], the action is given by

(m⊗ [gK′′]) · (γ, h) = (γ−1m)⊗ [γgh−1K′′] (12)

for (γ, h) ∈ GL2(F )×K/K′′. Note also that for any g ∈ GL2(A∞F ) the group StabG(gK′′) = G∩gK′′g−1

is a congruence subgroup of GL2(F ).

We remind the reader that for any K there exists a free Â-submodule Λ of (A∞F )2 of rank 2 that is

invariant under the action of K, so that K ⊂ Aut
Â

(Λ); this uses that for any free Â-submodule of
rank 2 of (A∞F )2, the stabilizer under the action of K is open in K. We choose any such Λ for the
following lemma. The lemma gathers result on smallness of K and on smallness of K′/K′′ for StK′′ .

Lemma 1.15. For any proper non-zero ideal n ⊂ A, define K(n) := Ker(Aut
Â

(Λ)→ AutA/n(Λ/nΛ)).
We assume that K′′ = K ∩ K(n) for some such n. Then the following hold.

(a) The group K(n) is small.

(b) If K′/K′′ ⊂ K/K′′ is a p-Sylow subgroup, then K′ is small.

(c) Any p-Sylow subgroup H ′ ⊂ H is small for StK′′ in the sense of A.2, i.e. StK′′ is projective as
a StabG(sH ′)-module for all s ∈ S.

Proof. The proof of (a) and (b) is a standard argument: Let g ∈ GL2(A∞F ). Using the first iso-
morphism theorem in group theory, one sees that gK′′g−1 ∩GL2(F ) ⊂ gK′g−1 ∩GL2(F ) is a normal
subgroup of finite p-power index. Hence to prove (b), it suffices to prove that K′′ is small. Since
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smallness is inherited by compact open subgroups, it suffices to prove (a), and only in the case when
n is a maximal ideal of A. Denote by gn the component of g at n and by Kn the component of K(n)
at n. Then Kn is a compact open pro-p subgroup of GL2(Fn) and so is gnKn(gn)

−1. Moreover we have
GL2(F ) ∩ gK(n)g−1 ⊂ GL2(F ) ∩ gnKn(gn)

−1 as a subgroup of GL2(F ). Since pro-p groups do not
contain elements of finite order prime to p, part (a) follows.

In light of (b), to prove (c) it suffices to show that if K′ is small, then H ′ = K′/K′′ is small for StK′′ .
However if K′ is small, then for any g ∈ GL2(A∞F ) the group Γg := gK′g−1 ∩ GL2(F ) is p′-torsion
free. And then by Lemma 1.3(f), the module St is a projective Z[Γg]-module. Upon observering that
StabG(sH ′) = gK′g−1 ∩GL2(F ) = Γg for s = gK′′, this proves (c).

We do have a norm map for the adelic Steinberg module relative to K′′ �K:

Lemma 1.16. The following map is an isomorphism of Z[G]-modules

StK ∼= (StK′′)H −→ (StK′′)
H , [m⊗ [gK′′]]H 7→ m⊗

(∑
h∈H

[ghK′′]
)
. (13)

Proof. One deduces from (12) that the map is one of Z[G]-modules. To see the bijectivity, by (7) it
is enough to see that

Z[GL2(A∞F )/K]→ Z[GL2(A∞F )/K′′]H , [gK] 7→
∑
h∈H

[ghK′′]

is bijective. But this is clear, since the target space is constant on H orbits and because H =
K/K′′.

From Lemma 1.15, the remarks preceding it and Propositions A.3 and A.4, we conclude.

Corollary 1.17. Let A be a ring of characteristic p > 0. Let N be an A[GL2(F )]-module. Suppose
that K′′ = K∩K(n) for a proper non-zero ideal n ⊂ A. Let HK be the subalgebra of EndZ[GL2(F )](StK)
generated by the Hecke operators |KyK, y ∈ GL2(A∞F ). Then the following hold:

(a) The module StK′′ ⊗GL2(F ) N is cohomologically trivial as an A[K/K′′]-module.

(b) The norm map νK,K′′,N : StK ⊗GL2(F ) N −→ (StK′′ ⊗GL2(F ) N)K/K
′′

induced from (13) is an
isomorphism.

(c) For any short exact sequence 0→ N ′ → N → N ′′ → 0 of left A[GL2(F )]-modules, the sequence

0 // StK ⊗GL2(F ) N
′ // StK ⊗GL2(F ) N // StK ⊗GL2(F ) N

′′ // 0

is exact.

(d) With the action from Proposition A.4, the modules (StK′′⊗GL2(F )N)K/K
′′

and StK⊗GL2(F )N are
HK-modules, the norm map is HK-equivariant, the map N 7→ StK ⊗GL2(F ) N from A[GL2(F )]-
modules to HK-modules is functorial, and the sequence in (c) is one of HK-modules.

Let n ⊂ A be any proper non-zero ideal and let K′′ := K(n)∩K. Let N be a F [GL2(F )]-module of finite
F -dimension. Using (9) one verifies that the isomorphism ιK′′,N : Cad

har(N,K′′)GL2(F ) → StK′′⊗GL2(F )N
from Theorem 1.11 is equivariant for the action of H = K/K′′, and it therefore induces an isomorphism

Cad
har(N,K)GL2(F ) → (StK′′ ⊗GL2(F ) N)K/K

′′
.
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By Corollary 1.17(b) we have an isomorphism StK ⊗GL2(F ) N → (StK′′ ⊗GL2(F ) N)K/K
′′

given by the
norm map, and together we obtain an isomorphism

ι̃K,N : Cad
har(N,K)GL2(F ) → StK ⊗GL2(F ) N.

Proposition 1.18. If K is small, then ι̃K,N = ιK,N .

The proposition immediately implies that ι̃K,N is independent of any choices. After having given its
proof, we shall drop the tilde from the notation.

The proof of Proposition 1.18 requires the following analog of Lemma 1.5:

Lemma 1.19. Let K ⊂ GL2(A∞F ) be a small compact open subgroup. Let K′′ ⊂ K be a normal open

subgroup, and set H = K/K′′. Define T K-st0,K′′ ⊂ T0,K′′ and T or,K-st
1,K′′ ⊂ T or

1,K′′ as the subsets of those

simplices [t, g]K′′ such that [t, g]K is K-stable, and define [t, g]K-stK′′ to be [t, g]K′′ if [t, g]K is stable, and
let it be zero otherwise. Then the following hold.

(a) The sets T st
0,K′′ , T K-st0,K′′ , T

or,st
1,K′′ and T or,K-st

1,K′′ are invariant under the action of H.

(b) We have T K-st0,K′′ ⊂ T st
0,K′′ and T or,K-st

1,K′′ ⊂ T or,st
1,K′′ .

(c) Let p0,K′′⊂K : Z[T st
0,K′′ ] → Z[T K-st0,K′′ ] and p̄1,K′′⊂K : Z[T st

1,K′′ ] → Z[T K-st1,K′′ ] be defined by [s, g]stK′′ 7→
[s, g]K-stK′′ , let ∂K-stK′′ be defined by [e, g]K-stK′′ 7→ [t(e), g]K-stK′′ − [o(e), g]K-stK′′ , and let bK-stK′′ be as in (8)
for K′′ with [ei, g]stK′′ replaced by [ei, g]K-stK′′ . Then the following diagram commutes

0 // StK′′
bK′′ // Z[T st

1,K′′ ]
∂̄st
K′′ // Z[T st

0,K′′ ]
// 0

0 // StHK′′
?�

OO

bK′′ // Z[T st
1,K′′ ]

H

p1,K′′⊂K
��

?�

OO

∂̄st
K′′ // Z[T st

0,K′′ ]
H //

p0,K′′⊂K
��

?�

OO

0

0 // StHK′′
bK-st
K′′ // Z[T K-st1,K′′ ]

H
∂̄K-st
K′′ // Z[T K-st0,K′′ ]

H // 0

0 // StK

'

OO

bK // Z[T st
1,K]

'
OO

∂̄st
K // Z[T st

0,K]

'
OO

// 0.

Proof. Part (a) for T K-st
0,K′′ and T or,K-st

1,K′′ is clear by definition. In the other two cases, it follows from

StabG([t, gh]K′′) = StabghK′′(gh)−1∩G(t) = StabgK′′g−1∩G(t) = StabG([t, g]K′′),

where in the middle step we use that K′′ is normal in K. Part (b) is clear from

StabG([t, g]K′′) = StabgK′′g−1∩G(t) ⊂ StabgKg−1∩G(t) = StabG([t, g]K).

In part (c), the commutativity of the diagrams formed by the first two and by the last two rows is
trivial. The proof of the commutativity for the diagram formed by rows 2 and 3 is analogous to that
of Lemma 1.5. The exactness of the second row uses the freeness of the right H-action on StK′′ . It
follows from the explicit expressions for bK′′ and bK-st

K′′ , and from our definitions.

Proof of Proposition 1.18. The proof is analogous to the proof of Proposition 1.12. Let c be in
Cad

har(N,K)GL2(F ). Let π : T or
1,K′′ → T or

1,K, [e, g]K′′ 7→ [e, g]K. We need to show that

ιK′′,N (c ◦ π) = νK,K′′,N ◦ ιK,N (c)
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as elements in StK′′ ⊗G N . We have

ιK′′,N (c ◦ π) =
∑

[e,g]K′′∈GL2(F )\T or,st

K′′,1/{±1}

[e, g]K′′ ⊗ c([e, g]K) ∈ Z[T st
1,K′′ ]⊗G N. (14)

Because c is invariant under H, the expression for ιK′′,N (c ◦ π) lies in Z[T st
1,K′′ ]

H ⊗G N , and also in
the kernel of ∂̄st

K′′ ⊗ idN ; cf. the second row of the diagram in Lemma 1.19(c). Next, νK,K′′,N ◦ ιK,N (c)
is equal to∑

[e,g]K∈GL2(F )\T or,st
K,1 /{±1}

∑
h∈H

[e, gh]K′′ ⊗ c([e, g]K) =
∑

[e,g]K′′∈GL2(F )\T or,K-st

K′′,1 /{±1}

[e, g]K′′ ⊗ c([e, g]K). (15)

The right hand side lies in Z[T K-st
1,K′′ ]

H ⊗G N , and also in the kernel of ∂̄K-st
K′′ ⊗ idN ; cf. the third row

of the diagram in Lemma 1.19(c). Moreover p1,K′′⊂K maps the right expression in (14) to the right
expression in (15). To conclude, we use that the diagram formed by rows 2 and 3 in Lemma 1.19(c)
commutes, and that StK ∼= (StK′′)

H is a projective and hence flat Z[G]-module, because K is small.

We need one more preparatory result. For this, let Supp y := {v ∈ Max(A) | yv /∈ GL2(Av)} be
the support of y ∈ GL2(A∞F ), and let SuppK := {v ∈ Max(A) | GL2(Av) 6⊂ K} be the support of
a compact open subgroup K ⊂ GL2(A∞F ); in the second definition we embed GL2(Fp) into GL2(A∞F )
via the component at p. Both sets are finite. One has the following lemma:

Lemma 1.20. For K ⊂ GL2(A∞F ) a compact open subgroup denote by XK one of the symbols Sk,l(K),
Cad

har(N,K)GL2(F ), or StK ⊗GL2(F ) N . For an open normal subgroup K′′ ⊂ K let ιK,K′′ : XK → XK′′ be
the canonical inclusion, where in the last case we take ιK,K′′ = νK,K′′,N from Corollary 1.17(b). Let

|KyK in End(XK) be the Hecke operator attached to some y ∈ GL2(A∞F ). Then for any non-zero ideal
n ⊂ A such that (Supp y ∪ SuppK) ∩ Supp n = ∅ and with K′′ := K ∩ K(n), the following diagram
commutes

XK
ιK,K′′ //

|KyK

��

XK′′

|K′′yK′′

��
XK

ιK,K′′ // XK′′.

Proof. Set S := Supp y ∪ SuppK and FS :=
∏
v∈S Fv, and let prS : GL2(A∞F )→ GL2(FS) denote the

canonical projection. Define KS := prS(K) and yS := prS(y). Observe that4

K = KS ×
∏

v∈MaxArS
GL2(Av), (16)

because SuppK ⊂ S, and by our choice of n the analogous formula holds for K′′ in place of K. Choose
yS,i ∈ GL2(FS) such that KSySKS =

∐
i yS,iK. Write yi ∈ GL2(A∞F ) for the extension of yS,i to by 1

at all v /∈ S. Then KyK =
∐
i yiK and by the analog of (16) for K′′, we also have K′′yK′′ =

∐
i yiK′′.

This shows that the Hecke operators |K′′yK′′ and |KyK can be defined by the same expressions and now
the commutativity is clear.

Corollary 1.21. Let K be any compact open subgroup of GL2(A∞F ). Then the following hold:

4Because K is compact open for the adelic topology, there exists a finite set S′ ⊂ Max(A) such that K ⊃∏
v∈MaxArS′ GL2(Av). We may also assume S′ ⊂ S and then, by our definition of S, that S′ = S.
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(a) The map ιK,N defines a Hecke-equivariant isomorphism

Cad
har(N,K)GL2(F ) '−→ StK ⊗GL2(F ) N.

This holds in particular for N = Vk,l.

(b) For any short exact sequence 0 → N ′ → N → N ′′ → 0 of F [GL2(F )]-vector spaces that are
finite dimensional over F one has a short exact sequence of Hecke-modules

0 −→ Cad
har(N

′,K)GL2(F ) −→ Cad
har(N,K)GL2(F ) −→ Cad

har(N
′′,K)GL2(F ) −→ 0.

Proof. Part (b) follows from part (a) and from Corollary 1.17(c) and (d). To prove (a), let y ∈
GL2(A∞F ). Choose a non-zero proper ideal n ⊂ A such that (Supp y∪SuppK)∩Supp n = ∅. Consider
the commutative diagram

Cad
har(N,K)GL2(F )

ιK,N //

ιK,K′′

��

StK ⊗GL2(F ) N

ιK,K′′

��
Cad

har(N,K′′)GL2(F )
ιK′′,N // StK′′ ⊗GL2(F ) N .

By Lemma 1.20 the vertical maps are equivariant for the Hecke operator |KyK. By Theorem 1.11 the
lower horizontal map has the same property. Since the vertical maps are inclusions and the horizontal
maps are isomorphisms, the result follows.

Remark 1.22. Suppose that ClK is the trivial group (which for instance happens for A = Fq[t] and K
maximal compact). Let Γ := GL2(F )∩K. Then one can define meaningful Hecke actions directly on
Char(Vk,l)

Γ and on St ⊗Γ Vk,l, so that ιΓ,Vk,l becomes a Hecke equivariant isomorphism; see [Gek88,
§ 6] for the case Sk,l(Γ), or [Böc02, Ch. 6] (note that the actions are normalized differently, which we
will discuss further at the end of Subsection 3.2). In this particular case, there is no gain of the adelic
over the local situation. The Hecke actions agree and proofs from either perspective are of a similar
difficulty. However, we should point out that, by definition, the Hecke action on StK ⊗GL2(F ) Vk,l is
induced from an action on StK. In the local situation this is not true anymore: The Hecke action
involves the module Vk,l directly. Thus to show the Hecke equivariance for morphisms under the
functor in Theorem 1.14(b) the full GL2(F )-action on the coefficients needs to be considered.

2 Representations of SL2(F ) and GL2(F )

By the results of the previous section, in particular Corollary 1.21, we can use representation theory
to gain insights into the Hecke-module structure of spaces of Drinfeld cusp forms. In this section, we
first develop the relevant representation theory of SL2(F ) and GL2(F ) building heavily on [Bon11].
Afterwards, we introduce certain explicit maps between symmetric powers which will have very natural
interpretations when passing to Drinfeld cusp forms in Section 3. Finally, we also briefly mention
representations of the finite groups SL2(Fq) and GL2(Fq) which will become relevant in Section 4.

2.1 Symmetric powers and irreducible representations

This subsection is mostly standard material. For an excellent reference in the case of SL2 we refer to
[Bon11]. Denote by F [X,Y ]k the subspace of homogeneous polynomials of degree k in F [X,Y ]. We
let the group GL2(F ) act on F [X,Y ] by( a b

c d

)
·XiY j = (ad− bc)−i−j(dX − bY )i(−cX + aY )j .
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This action clearly preserves the homogeneous components F [X,Y ]k. If one identifies F [X,Y ]1 with
the dual vector space of F 2 in the obvious way, then Symk((F 2)∗) is naturally isomorphic to F [X,Y ]k
as a GL2(F )-module. For shorter notation, we often abbreviate ∆k := Symk((F 2)∗). For any k ≥ 0,
we define Lk ⊂ ∆k as the F -linear span of {XiY k−i |

(
k
i

)
6≡ 0 (mod p)}. In Lemma 2.1 we shall show

that Lk is an irreducible subrepresentation of ∆k.

To see that Lk is a subrepresentation of ∆k, and to introduce the Frobenius twist of a representation,
note that

τ : GL2(F )→ GL2(F ),
( a b
c d

)
→
( ap bp

cp dp
)

is a group homomorphism. Given any representation V of GL2(F ) on an F -vector space, it follows that
it s-fold Frobenius twist V (s), defined as the vector space V together with the action GL2(F )× V →
V, (γ, v) 7→ τ s(γ)v, is again a GL2(F )-representation. One verifies that

F [X,Y ]
(s)
k → F [X,Y ]psk, f(X,Y ) 7→ f(Xps , Y ps)

is a monomorphism of GL2(F )-representations. By a similar computation one also verifies the follow-
ing: Write k = k0 + k1p+ . . .+ ksp

s in its base p expansion, with 0 ≤ ki ≤ p− 1, where we insist that
ks 6= 0 – we also use the notation k = (ks . . . k1 k0)p to denote the base p-expansion of k. Then one
has a monomorphism of GL2(F )-representations

⊗si=0∆
(i)
ki
→ ∆k, f0(X,Y )⊗ . . .⊗ fs(X,Y ) 7→

s∏
i=0

fi(X
pi , Y pi) (17)

with image Lk. This is a form of the Steinberg Tensor Theorem specialized to the group GL2; for a
direct proof see [Pel17, Lemma 8]. It follows immediately that

dimF Lk =
s∏
i=0

(ki + 1).

In the sequel, for m ∈ Z we denote by detm the action of GL2(F )× F → F, (γ, v) 7→ det γmv.

Let us recall results on (highest) weights for GL2. Denote by T (F ) the subtorus
{( a 0

0 d

)
| a, d ∈ F×

}
of GL2(F ). It is commutative, and so the restriction of any F -linear algebraic representation V of
GL2(F ) to T (F ) decomposes as a direct sum V = ⊕(n,m)∈Z2V (n,m) of F -subvector spaces where( a 0

0 d

)
acts on v ∈ V (n,m) as andm. Only finitely many V (n,m) are non-zero, and the corresponding

pairs (n,m) are called the weights of V . From
( 0 1

1 0

)
∈ GL2(F ) one deduces that with (n,m) also

(m,n) is a weight. A weight (n,m) is called dominant if n ≥ m. We define a partial order on the
weights of V as follows:

(n,m) ≥ (n′,m′) if and only if (n− n′,m−m′) = l(1,−1) for some l ≥ 0.

A weight (n,m) is called highest weight of V if for all other weights (n′,m′) of V one has (n,m) ≥
(n′,m′). An important theorem for connected reductive groups, specialized to GL2, asserts that each
irreducible representation has a unique highest weight and that for each dominant weight (n,m) there
is a unique irreducible representation of GL2 of that highest weight; see [Jan03, Part II, Prop. 2.4].

Lemma 2.1. Let k ≥ 0. The following hold:

(a) The representation Lk is irreducible. Its weights as a representation of GL2(F ) are the pairs
(−i, i− k) with 0 ≤ i ≤ k and

(
k
i

)
6≡ 0 (mod p), and they all occur with multiplicity 1.

(b) Lk is the unique simple subrepresentation of ∆k. In particular, it is the socle of ∆k.
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(c) The irreducible representations of GL2(F ) up to isomorphism are the representations Lk⊗detm

for integers k,m ∈ Z, k ≥ 0.

(d) One has L∗k ⊗ det−k ∼= Lk.

(e) One has Lk = ∆k if and only if all but possibly the leading digit ks in the base p-expansion
k = (ks . . . k1 k0)p of k are equal to p− 1. 5

We first recall some properties of binomial coefficients, that are also used in other places. For m ∈ Z
and i ≥ 0, they are defined by

(
m
i

)
= m(m−1)·...·(m−i+1)

i! ∈ Z with the convention that empty products
equal 1, so that

(
m
0

)
= 1. To link negative to positive upper indices one has(

m

i

)
= (−1)i

(
i− 1−m

i

)
, (18)

which is easily verified. The defining formula also shows that m 7→
(
m
i

)
extends to a uniformly

continuous function
(·
i

)
: Zp → Zp for the p-adic topology. Moreover one has Lucas’ Theorem.

Proposition 2.2 (Lucas). Let i = i0 + i1p+ . . .+ idp
d and m =

∑
j≥0mjp

j be the base p expansions
of i ∈ N0 and m ∈ Zp with ij ,mj ∈ {0, . . . , p− 1}. Then(

m

i

)
≡

d∏
j=0

(
mj

ij

)
(mod p).

In particular,
(
m
i

)
(mod p) is zero if and only if mj < ij for some j ∈ {0, . . . , d}, and moreover the

map m 7→
(
m
i

)
(mod p) is pd+1 periodic.

Proof. For m ∈ N0 this is classical, and can be found for instance in [Gra97]. For m ∈ Zp, the formula
follows from the uniform continuity of

(·
i

)
and the congruence for all m ∈ N0.

Proof of Lemma 2.1: We first prove (a) and (b). From the definition of Lk it is straightforward to
see that its weights are the pairs (−i, i − k) with 0 ≤ i ≤ k and

(
k
i

)
6≡ 0 (mod p), and for these

i each Lk(−i, k − i) has dimension 1. In particular, Lk has highest weight (0,−k). It is shown in
[Bon11, Thm. 10.1.8.(b)] that the remaining assertions are true for the restrictions of Lk and ∆k to
SL2(F ). Since we know that Lk is a subrepresentation of ∆k, knowing (a) and (b) for SL2 implies the
analogous assertions for GL2.

Part (c) follows from (a) and the classification of irreducible representations in terms of highest weights
stated above. For (d) note that the dual of an irreducible representation is again irreducible, since
the canonical bidual-map is an isomorphism, and thus L∗k is irreducible. To determine its weights, let
ξi be the unique element of L∗k that is 1 on XiY k−i and zero on Xi′Y k−i′ for i′ 6= i. These elements
form a basis of L∗k and

(
( a 0

0 d

)
ξi)(X

i′Y k−i′) = ξi(
( a 0

0 d

)−1
Xi′Y k−i′) = (ad)kξi(a

i′−kd−i
′
Xi′Y k−i′) = aidk−iξi(X

i′Y k−i′).

Twisting with det−k preserves the irreducibility, but changes the weight (i, k− i) to (i−k,−i). Hence
L∗k⊗det−k has the same weights as Lk and is thus isomorphic to it because both are irreducible. Part
(e) is immediate from Proposition 2.2 and the definition of Lk. One can also use (17) and a dimension
count.

5These are precisely D. Goss’s so-called ‘p-Magic Numbers’ which arise in connection with many objects in function
field arithmetic, e.g. Goss’s special Γ and ζ values. One calls k even when ks = p − 1 and odd otherwise. Here we see
p-Magic Numbers characterized as precisely those positive integers k for which

(
k
i

)
6≡ 0 (mod p), for all 0 ≤ i ≤ k.
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For the algebraic group G ∈ {SL2,GL2} let K0(G) denote the Grothendieck ring of algebraic rep-
resentations of G(F ) on finite-dimensional F -vector spaces. The multiplication of the ring is given
by the tensor product of representations. If G = SL2, then as an additive group K0(SL2) is the free
module on the symbols Lk, k ≥ 0 (we regard Lk as a module for SL2 ⊂ GL2). By [Bon11, (10.1.14)]
∆k, k ≥ 0, is also a Z-basis of K0(SL2). If G = GL2, then from Lemma 2.1 it easily follows that
the Lk ⊗ detm, k,m ∈ Z, k ≥ 0 form a Z-basis of K0(GL2), and below we shall deduce rapidly from
Bonnafé’s results that the symbols ∆k ⊗ detm, k ≥ 0, m ∈ Z also form a Z-basis of K0(GL2). It
follows from Lemma 2.1(a) that when expressing ∆k ⊗ detm in K0(GL2) as a linear combination in
the Lk′ ⊗ detm

′
then only multiplicities 0 and 1 can occur, that Lk ⊗ detm occurs with multiplicity 1,

and that Lk′ ⊗ detm
′

cannot occur in ∆k ⊗ detm if k′ > k.

To give a recursive formulas for the coefficients in {0, 1} that occur when expressing ∆k ⊗ detm

in K0(GL2) as a linear combination in the Lk′ ⊗ detm
′
, we follow [Bon11, Subsec. 10.1.3]: Define

recursively sets E(k), k ≥ 0 as follows, where by k0 we denote the lowest digit of k in its base p
expansion, i.e., the residue of k by division by p:

E(k) =


{0} if 0 ≤ k ≤ p− 1,

pE
(
k−k0
p

)
if k ≥ p and k0 = p− 1,

pE
(
k−k0
p

)
t
(
k0 + 1 + pE(k−k0−p

p )
)

if k ≥ p and k0 ≤ p− 2.

Proposition 2.3 ([Bon11, Proposition 10.1.18]). In K0(SL2) for k ≥ 0 one has

∆k =
⊕

k′∈k−2E(k)

Lk′ .

Corollary 2.4. In K0(GL2) for k ≥ 0 and m ∈ Z one has

∆k ⊗ detm =
⊕

k′∈k−2E(k)

Lk′ ⊗ det(k−k′)/2+m .

Proof. To prove the result, by twisting with powers of det we may clearly assume m = 0. By the basis
property of the Lk ⊗ detm, given k, there exist unique constants ek′,m′ ∈ N0 such that in K0(GL2) we
have

∆k =
⊕
k′,m′

(Lk′ ⊗ detm
′
)⊕ek′,m′ .

This equality can be restricted to K0(SL2). It follows from Proposition 2.3 that∑
m′∈Z

ek′,m′ =

{
1, if k′ ∈ k − 2E(k),
0, if k′ 6∈ k − 2E(k).

Hence for each k′ ∈ k − 2E(k) there is a unique m′ for which ek′,m′ is non-zero, and equal to 1, and
for all other k′, all ek′,m′ are zero. It remains to determine the unique m′ for the former k′. For this

note that
( a 0

0 a

)
, a ∈ F× acts on ∆k′ ⊗ detm

′
as ak

′+2m′ and on ∆k as ak. This implies the claim on

m′ in the corollary, and we are done.

2.2 Hyperderivatives on symmetric powers

Motivated by results of Bosser–Pellarin on certain hyperderivatives between certain spaces of Drinfeld
modular forms, we were seeking a representation theoretic description of these maps in via the residue
map. This is how we arrived at the definitions in this section. The detailed relation to the work of
Bosser–Pellarin will be explained Section 3.

We need the following result.
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Lemma 2.5. Let s ≥ 1 and let r = 1 + blogp sc ∈ N.

(a) For all a ∈ Z and i ≥ 0 we have
(
i+apr

s

)
≡
(
i
s

)
(mod p).

(b) For k ≥ 2 the following conditions are equivalent:

(i) For l = 1, . . . , s one has
(
k+s−1

l

)
≡ 0 (mod p).

(ii) The lowest r digits of k + s− 1 in its base p expansion are zero.

(iii) For i = 0, . . . , k + 2s− 2 and j = k + 2s− 2− i we have
(
j
s

)
≡ (−1)s

(
i
s

)
(mod p).

Proof. Part (a) is an immediate consequence of the last assertion of Proposition 2.2.

In (b), the equivalence of (i) and (ii) is immediate from Lucas’ theorem Proposition 2.2 applied with
m = k + s − 1. Next we prove (ii) ⇒ (iii). By (ii), the number k + s − 1 is divisible by pr, and (iii)
follows from(

j

s

)
≡
(

(k + s− 1) + (s− 1− i)
s

)
(a)
≡
(
s− 1− i

s

)
(18)
≡ (−1)s

(
i

s

)
(mod p). (19)

Suppose conversely that (iii) holds. Let m be the remainder of −(k + s− 1) in {0, . . . , pr − 1} under
division by pr. Then for all i = 0, . . . , k + 2s− 2 and in particular for i = 0, . . . , s− 1, we deduce(

i+m

s

)
(a)
≡
(
i− (k + s− 1)

s

)
(18)
≡ (−1)s

(
(k + s− 1) + (s− 1− i)

s

)
(iii)
≡
(
i

s

)
(mod p).

Assume that 0 < m < pr. Let m = m0 + m1p + . . . + mr−1p
r−1 and s = s0 + s1p + . . . + sr−1p

r−1

and define it = max{0, st −mt} for t = 0, . . . , r− 1, and i = i0 + i1p+ . . .+ ir−1p
r−1. Because m > 0

we have 0 ≤ i ≤ s− 1 and by Lucas’ theorem we deduce
(
i+m
s

)
6≡ 0 (mod p) while

(
i
s

)
≡ 0 (mod p),

which is a contradiction. Hence we must have m = 0 and hence (ii) holds.

Proposition 2.6. Let k ≥ 2, s ≥ 1, m ∈ Z. Suppose that
(
k+s−1

i

)
= 0 (mod p) for i = 1, . . . , s.

Define
Ds : ∆k−2+2s ⊗ detm+s → ∆k−2 ⊗ detm

on the basis XiY j by DsXiY j = (−1)s
(
i
s

)
Xi−sY j−s and F -linearly extended. Then the following hold:

(a) The map Ds is well-defined, i.e., DsXiY j = 0 for i < s or j < s.

(b) The map Ds is GL2(F )-equivariant.

(c) The kernel of Ds is the F -linear span of B := {XiY j | i+ j = k + 2s− 2,
(
i
s

)
= 0 (mod p)}.

In particular, the F -linear hull W of B in ∆k−2+2s ⊗ detm+s is stable under GL2(F ).

Proof. To see (a) observe that if i < s, then
(
i
s

)
= 0 (mod p), and thus DsXiY j = 0 for i < s.

Moreover if j < s, then
(
i
s

)
= (−1)s

(
j
s

)
= 0 (mod p) by Lemma 2.5, and it follows that DsXiY j = 0

also for j < s.

To prove (b) it suffices to verify it for matrices γ ∈ GL2(F ) of the form form (i)
( 1 b

0 1

)
, b ∈ F ,

(ii)
( 1 0
c 1

)
, c ∈ F , and (iii) diagonal matrices

( a 0
0 1

)
, a ∈ F×, since matrices of this form generate

GL2(F ). We denote the actions of γ on ∆k−2+2s ⊗ detm−s and ∆k−2 ⊗ detm by • and ·, respectively.

We begin with (iii) and so γ =
( a 0

0 1

)
.

Ds(γ•XiY j) = Ds(a−k+2−2s+j+m+sXiY j) = (−1)sa−k+2+j−s+m
(
i

s

)
Xi−sY j−s

= (−1)s
(
i

s

)
γ ·Xi−sY j−s = γ · Ds(XiY j).
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Next let γ =
( 1 b

0 1

)
. Then the assertion follows from

Ds(γ•XiY j) = Ds((X − bY )iY j) =

i∑
m=0

(
i

m

)
(−b)i−mDs(XmY i+j−m)

=

i∑
m=0

(
i

m

)
(−b)i−m(−1)s

(
m

s

)
Xm−sY k+2s−2−m−s

= (−1)s
i∑

m=s

(−b)i−m
(
i

m

)(
m

s

)
Xm−sY k+s−2−m

= (−1)s
i−s∑
m=0

(−b)i−m−s
(

i

m+ s

)(
m+ s

s

)
XmY k−2−m

= (−1)s
i−s∑
m=0

(−b)i−m−s
(
i

s

)(
i− s
m

)
XmY k−2−m,

and

γ · Ds(XiY j) = γ · (−1)s
(
i

s

)
Xi−sY j−s = (−1)s

(
i

s

)
(X − bY )i−sY j−s

= (−1)s
(
i

s

) i−s∑
m=0

(
i− s
m

)
(−b)i−s−mXmY i−s−m+j−s

= (−1)s
(
i

s

) i−s∑
m=0

(
i− s
m

)
(−b)i−s−mXmY k−2−m.

Finally the case γ =
( 1 0
c 1

)
is completely analogous to the previous case using Lemma 2.5(b).

Regarding (c), note first that B lies clearly in the kernel of Ds. However it is also obvious that set
{Xi−sY j−s |

(
i
s

)
6= 0 (mod p), 0 ≤ i, j, i+ j = k + 2s− 2} is F -linearly independent. This completes

the proof of (c). Finally, the last sentence is immediate from (c).

Remark 2.7. While our main motivation to study these particular maps is tied to the results in
Section 3, they are already of purely representation-theoretic interest. Note however that the image
of Ds can very well be (and is) 0 in many cases (for example when the source is already irreducible
as a GL2(F )-representation.

Remark 2.8. For a fixed k ≥ 0, let Bk denote the intersection of all kernels of the hyperderivatives
with source ∆k. By Lemma 2.1(b) we have that Lk ⊂ Bk once Bk is non-trivial. It is a natural
question to ask if equality holds. The following example shows that this is in general not the case:
Let q = 3 and k = 40. Then, there are hyperderivatives only for s1 = 2, s2 = 5 and s3 = 14. Now,
X16Y 24 is in B40, since

(
16
2

)
≡ 0 (mod 3),

(
16
5

)
≡ 0 (mod 3) and

(
16
14

)
≡ 0 (mod 3) by Proposition 2.2.

However, since
(

40
16

)
≡ 0 (mod 3), X16Y 24 is not in L40.

2.3 The Cartier operator

In the spirt of the previous subsection, we were looking for a representation theoretic description of
the Frobenius operator on Drinfeld modular forms. Via the residue map we arrived at the following
construction. Since contrary to the previous case, our new map is only defined over a perfect field, we
work with C∞ for simplicity of notation, and we identify ∆k ⊗F C∞ with C∞[X,Y ]k. Let σ denote
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the Frobenius of the perfect field C∞. Then, for any C∞-vector space M , we denote by σ∗M the
C∞-vector space with underlying abelian group M and scalar multiplication given by

a ·m = σ(a)m = apm for a ∈ C∞,m ∈M.

If M is a C∞[GL2(F )]-module, so is σ∗M .

Proposition 2.9. Let k ≥ 2 and m ∈ Z. The map Cp : σ∗((∆pk−2 ⊗ detpm−1) ⊗F C∞) → (∆k−2 ⊗
detm−1)⊗F C∞ given by

Cp(aXi−1Y j−1) =

{
a

1
pX

i
p
−1
Y

j
p
−1
, if p | i,

0, otherwise,

is GL2(F )-equivariant and surjective.

Proof. Firstly, the map is C∞-linear by construction and clearly surjective. We proceed as in the
proof of Proposition 2.6 and consider matrices γ ∈ GL2(F ) of the form (i)

( 1 b
0 1

)
, b ∈ F , (ii)

( 1 0
c 1

)
,

c ∈ F , and (iii) diagonal matrices
( a 0

0 1

)
, a ∈ F×.

We begin with (iii) and so γ =
( a 0

0 1

)
. Here, we only need to consider the case p | i (and so p | j).

Cp(γ ·Xi−1Y j−1) = Cp(a−pk+j+pmXi−1Y j−1) = a
−k+ j

p
+m

X
i
p
−1
Y

j
p
−1

= γ · Cp(Xi−1Y j−1)

Next let γ =
( 1 b

0 1

)
. Then we have

Cp(γ ·Xi−1Y j−1) = Cp((X − bY )i−1Y j−1)

= Cp

(
i−1∑
n=0

(
i− 1

n

)
(−b)nXi−1−nY n+j−1

)

=

i−1∑
n=0

(
i− 1

n

)
(−b)

n
p Cp(Xi−1−nY n+j−1).

In this sum, only the terms with i− n = 0 (mod p) can possibly be non-zero by definition of Cp. Let
i = i0 +pi1 + . . .+pdid be the base p expansion of i. Then, if i−n = 0 (mod p), the base p expansion
of n is of the form n = i0 + pn1 + . . . + pdnd. We first consider the case p - i, i.e. i0 6= 0. Then, by
Lucas’s theorem we obtain (

i− 1

n

)
=

(
i0 − 1

i0

) d∏
j=1

(
ij
nj

)
= 0 (mod p).

Consequently, Cp(γ ·Xi−1Y j−1) = 0 = γ · Cp(Xi−1Y j−1). In the other case p | i, i.e. i0 = 0, we have
i− 1 = p( ip − 1) + p− 1. Let m = n

p ∈ Z. Then by Lucas’s theorem(
i− 1

n

)
=

(
p− 1

0

)( i
p − 1

m

)
=

( i
p − 1

m

)
(mod p).

We obtain

Cp(γ ·Xi−1Y j−1) =

i
p
−1∑

m=0

( i
p − 1

m

)
(−b)mX

i
p
−1−m

Y
m+ j

p
−1

= γ ·X
i
p
−1
Y

j
p
−1

= γ · Cp(Xi−1Y j−1).

The case γ =
( 1 0
c 1

)
follows in a completely similar way, thus completing the proof.
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Remark 2.10. For m = 0 the map in Proposition 2.9 is in fact a special case of the so called Cartier
operator : Considering the natural action of GL2(C∞) on the affine plane A2

C∞ , for the corresponding
module of differentials ΩC∞[X,Y ]/C∞ one has the GL2(C∞)-equivariant isomorphism

C∞[X,Y ]⊗ det −→ ωC∞[X,Y ]/C∞ , g(X,Y ) 7→ g(X,Y )dX ∧ dY

with ωC∞[X,Y ]/C∞ =
∧2 ΩC∞[X,Y ]/C∞ . The Cartier operator is a very general map σ∗ωZ/K → ωZ/K for

K perfect of characteristic p > 0 and Z/K a smooth variety. In the case at hand, it is the C∞[X,Y ]-
linear map σ∗ωC∞[X,Y ]/C∞ → ωC∞[X,Y ]/C∞ characterized by having dX∧dY

XY as a fixed point. In this
perspective, another possible proof of the GL2(F )-equivariance of the map Cp is to use C∞[X,Y ] =

C∞[αX + βY, γX + δY ] for
( α β
γ δ

)
∈ GL2(C∞), i.e., to apply an automorphism of A2

C∞ .

Remark 2.11. Using Proposition 2.2 it is easy to show that Cp(σ∗((Lpk−2 ⊗ detpm+1)⊗F C∞)) = 0.

Lemma 2.12. Let M be a C∞[GL2(F )]-module, finite dimensional over C∞. Then,

ϕ : (σ∗M)∗ → σ∗(M
∗)

λ 7→ σ ◦ λ

is well-defined and a GL2(F )-equivariant isomorphism.

Proof. Let λ ∈ (σ∗M)∗, i.e. λ is a C∞-linear map σ∗M → C∞. In other words, λ(σ(a)m) = aλ(m)
for all a ∈ C∞ and m ∈M . Thus, for all a, b ∈ C∞, m ∈M , we have

ϕ(bλ)(am) = σ((bλ)(am)) = σ(b)σ(σ−1(a))σ(λ(m)) = aσ(b)ϕ(λ)(m),

proving the well-definedness. The GL2(F )-equivariance is obvious. It is easily checked that composi-
tion with σ−1 gives the inverse map, proving that ϕ is an isomorphism.

Using the notation from Section 1, we apply Proposition 2.9 in the case m = l and Lemma 2.12 to
M = (∆pk−2 ⊗ detpl−1)⊗F C∞ to obtain an injective GL2(F )-equivariant map

αp := ϕ ◦ C∗p : Vk,l ⊗F C∞ → σ∗(Vpk,pl ⊗F C∞). (20)

We will relate this map to the Frobenius map on Drinfeld modular forms in Section 3.

2.4 Irreducible representations of SL2(Fq) and GL2(Fq)

We conclude the section with the classification of the irreducible representations of Fq[SL2(Fq)] and
Fq[GL2(Fq)] following Bonnafé. This will be relevant in Section 4. Define Lk as the Fq-span in Lk of

the monomials XiY k−i, 0 ≤ i ≤ k,
(
k
i

)
6≡ 0 (mod p) and define ∆k in the same manner. Observe that

by definition, Lk = ∆k for 0 ≤ k ≤ p− 1.

Proposition 2.13 ([Bon11, Thm. 10.1.8(e’)]). Up to isomorphism, the irreducible representations of
the ring Fq[SL2(Fq)] are the modules Lk, 0 ≤ k ≤ q − 1. They are absolutely irreducible.

We write det
m

for the representation GL2(Fq)× Fq → Fq, (γ, v) 7→ (det γ)mv.

Corollary 2.14. Up to isomorphism, the irreducible representations of the ring Fq[GL2(Fq)] are the
modules Lk ⊗Fq det

m
, 0 ≤ k ≤ q − 1, 0 ≤ m ≤ q − 2.
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Proof. We shall use the following result that can be found in [Wei03, §7, Thm. 1.9]: Let G be a finite
group. Then the number of non-isomorphic irreducible representations of G over Fp is equal to the
number of p-regular conjugacy classes of G.

By the theory of the rational canonical form, any semisimple element is either (i) scalar, or conjugate

to a unique companion matrix of the form
( 0 b

1 d

)
with b 6= 0 such that x2 − dx − b ∈ Fq[x] is (ii)

irreducible or (iii) a product of two distinct linear factors. The number of classes in (i) is q − 1, that
in (iii) is 1/2(q − 1)(q − 2), that in (ii) is 1/2 deg(xq

2 − x)/(xq − x) = 1/2(q2 − q). Therefore the
number of semisimple (i.e., p-regular) conjugacy classes of GL2(Fq) is

q − 1 +
1

2
(q − 1)(q − 2) +

1

2
(q − 1)q = (q − 1)q.

By Proposition 2.13 the representations L(k,m) := Lk ⊗Fq det
m ⊗Fq Fp are irreducible, and their

number is q(q − 1). Hence it suffices to show that they are pairwise non-isomorphic. So suppose
there is an isomorphism of GL2(Fq)-representations ϕ : L(k,m) → L(k′,m′). By Proposition 2.13
we have k = k′. Thus, we can regard ϕ as an automorphism of the underlying Fp-vector space; in
particular it has a non-zero eigenvalue λ ∈ Fp. Let µλ : L(k,m)→ L(k,m′) denote the multiplication
by λ. Clearly, µλ is SL2(Fq)-equivariant. Thus, ϕ − µλ is a morphism of SL2(Fq)-representations

with non-zero kernel, hence by Proposition 2.13, ϕ = µλ. Now, we consider the elements g =
( ξ 0

0 1

)
,

ξ ∈ F×q . We obtain

λξm−kXk = ϕ(g ·Xk) = g · ϕ(Xk) = λξm
′−kXk.

Since λ 6= 0, this implies m ≡ m′ (mod q − 1) and thus m = m′.

3 Hecke-equivariant maps between spaces of Drinfeld cusp forms

In this section we apply the machinery developed in Section 1 to the maps constructed in Subsec-
tion 2.2 and Subsection 2.3. As a result, we obtain Hecke equivariant maps betweens spaces of (adelic)
Drinfeld cusp forms of different weights. More generally, in Proposition 3.5 we see that any filtration
of the GL2(F )-module Vk,l gives rise to a Hecke-stable filtration on Drinfeld cusp forms of weight k
and type l. Afterwards, we show that our constructions coincide with previous work of Bosser–Pellarin
and the well-known Frobenius map in the special case A = Fq[t]. We conclude the section with some
computational examples.

3.1 Maps induced from representation theory

Recall that in Proposition 2.6 we constructed certain hyperderivative maps on symmetric powers: Let
k ≥ 2, s ≥ 1, m ∈ Z and suppose that

(
k+s−1

i

)
= 0 (mod p) for i = 1, . . . , s. Then there is an explicit

GL2(F )-equivariant map
Ds : ∆k−2+2s ⊗ detm+s → ∆k−2 ⊗ detm .

Upon noting that Vk,l = (∆k−2⊗detl−1)∗, we obtain (by duality) a GL2(F )-equivariant mapD∗s : Vk,l →
Vk+2s,l+s. Now, let K be any compact open subgroup of GL2(A∞F ). We can apply Corollary 1.17(d)
to obtain a Hecke-equivariant map

D∗s : StK ⊗GL2(F ) Vk,l → StK ⊗GL2(F ) Vk+2s,l+s.

Finally, by invoking the isomorphisms in Corollary 1.21 and Theorem 1.7, we obtain the Hecke-
equivariant map

D∗s : Sk,l(K)→ Sk+2s,l+s(K).
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In particular, D∗s(Sk,l(K)) ⊂ Sk+2s,l+s(K) is a Hecke-stable subspace.

We obtain the following consequence of Proposition 2.6.

Corollary 3.1. Suppose that
(
k+s−1

i

)
= 0 (mod p) for i = 1, . . . , s and let W be as in Proposition 2.6.

Then, we have
D∗s(StK ⊗GL2(F ) Vk,l) ⊂ StK ⊗GL2(F ) W

⊥.

Remark 3.2. We directly obtain that for all s ≥ 1 such that Ds is defined and such that k + 2s − 2
satisfies the condition on its base p-expansion in Lemma 2.1(e), we must have D∗s(StK⊗GL2(F ) Vk,l) =
{0}. Indeed, for such weights ∆k+2s−2 = Lk+2s−2 is irreducible as a GL2(F )-module. So, suppose that
there is an s ≥ 1 such that Ds is defined. Since the target space will always have smaller dimension,
Ds must have a kernel, and as ∆k+2s−2 = Lk+2s−2 is irreducible, we deduce that Ds is the zero map.
Thus, W⊥ = {0}, and hence, by Corollary 3.1, D∗s(StK ⊗GL2(F ) Vk,l) = {0} as desired.

At this point it is natural to ask how many Hecke-stable subspaces arise via hyperderivatives, i.e.
how many hyperderivatives are defined for a fixed target space.

Proposition 3.3. Let k ≥ 2, and write k − 1 =
∑r

i=0 kip
i in base p. For each 0 ≤ j ≤ r − 1, let

sj =
∑j

i=0 kip
i. For each such j, the subspace

D∗sjSk−2sj ,l−sj (K) ⊂ Sk,l(K)

is a Hecke-stable subspace of Sk,l(K). Furthermore, these are all of the Hecke-stable subspaces of
Sk,l(K) arising from the hyperderivatives defined in Proposition 2.6.

Proof. The Hecke-stability is immediate from the above. We only need to check that Dsj is defined

and that these are all possible choices of s. By Lemma 2.5, we have
(
k−1−s

i

)
≡ 0 (mod p) for all

1 ≤ i ≤ s if and only if s is of the form s = sj :=
∑j

i=0 kip
i, for some 0 ≤ j ≤ r − 1, in particular,

this shows that there are at most blogp(k − 1)c possible such s.

Remark 3.4. It follows immediately from Proposition 3.3 that for weights of the form k = pn+1−cpn−1,
with 0 ≤ c < p−1 and n ≥ 1, there are no nonzero s such that D∗sSk−2s,l−s(K) ⊂ Sk,l(K). Thus, there
are no obstructions to the irreducibility of Sk,l(K) as a Hecke module coming from the hyperderivatives
considered in this paper. We will investigate a Maeda-type conjecture for Drinfeld cusp forms of
weights of this form in Section 5.

We point out that for k = pn+1−cpn−1 the corresponding Vk,l = (∆k−2⊗detl+1−k)∗ is irreducible as
k− 2 = pn − 1− cpn−1 is a magic number and thus ∆k−2 = Lk−2; see Lemma 2.1(e). So we can even
generalize the previous remark to the statement that there are no obstructions to the ireducibility of
the Hecke module Sk,l(K) coming from representation theory.

We can also apply the above technique to the Cartier operator constructed in Subsection 2.3: Recall
that we constructed a GL2(F )-equivariant injective map

αp : Vk,l ⊗F C∞ → σ∗(Vpk,pl ⊗F C∞).

Again, we apply Corollary 1.17 to obtain the injective Hecke-equivariant map

αp : StK ⊗GL2(F ) (Vk,l ⊗F C∞)→ StK ⊗GL2(F ) σ∗(Vpk,pl ⊗F C∞).

Now, since StK is defined over Z, we obtain a canonical isomorphism

StK ⊗GL2(F ) σ∗(Vpk,pl ⊗F C∞) ' σ∗(StK ⊗GL2(F ) (Vpk,pl ⊗F C∞)).
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Thus, by invoking the isomorphisms in Corollary 1.21 and Theorem 1.7 we obtain a Hecke-equivariant
map

αp : Sk,l(K)→ σ∗Spk,pl(K).

While the above maps are so far the only explicit source of Hecke-stable subspaces, we are able to
state the following more general result.

Proposition 3.5.

(a) Any filtration of the GL2(F )-module Vk,l induces Hecke-stable filtrations of Cad
har(Vk,l,K)GL2(F )

and Sk,l(K).

(b) If a subrepresentation M of Vk,l is isomorphic to a subrepresentation M ′ of Vk′,l′,then any
Hecke-eigensystem in Sk,l(K) corresponding to M also appears in Sk′,l′(K)

Proof. Both parts are immediate from Corollary 1.21(b).

3.2 Hyperderivatives and the work of Bosser–Pellarin

From here on we assume A = Fq[t]. Denote by Ω the Drinfeld symmetric space P1(C∞) r P1(F∞)
with its natural structure as a rigid space, e.g. [Gek88, § 5]. Let f : Ω → C∞ be a locally analytic
function and z ∈ Ω. Then the hyperderivatives Dsf at z are defined by the formula

f(z + ε) =
∑
s≥0

(Dsf)(z)εs

for ε ∈ C∞ with |ε| sufficiently small; see [US98, Def. 2.3] or [BP08, § 3.1].

Here are some formal properties of hyperderivatives:

(a) The functions Dsf are locally analytic on Ω, and rigid analytic, if f is so.

(b) If f has a Laurent series expansion f =
∑

n∈Z an(z−b)n converging on an annulus r < |z−b| < R,
then Dsf has the Laurent series expansion

Dsf =
∑
n∈Z

an

(
n

s

)
(z − b)n−s =

∑
n∈Z(s)

an+s

(
n+ s

s

)
(z − b)n,

where Z(s) = Z r {−s,−s+ 1, . . . ,−1}; use (z + ε)i = zi
(
1 + ε

z )i = zi
∑

j≥0

(
i
j

)(
ε
z

)j
.

(c) Ds(fg) =
∑s

r=0Drf ·Ds−rg.

(d) DiDj = DjDi =
(
i+j
i

)
Di+j .

Lemma 3.6. Consider the annulus A := {z ∈ C∞ | r < |z − c| < R} for c ∈ C∞ and 0 < r < R
rational numbers. For rigid analytic functions f, g : A→ C∞ one has

ResADsf · gdz = (−1)s ResA f ·Dsgdz.

Proof. By explicit computation: Write f =
∑

n∈Z an(z − c)n and g =
∑

n∈Z bn(z − c)n. Then by (b)
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above we have

ResADsf · gdz =
∑
n∈Z(s)

an+s

(
n+ s

s

)
b−1−n

=
∑
n≥0

an+s

(
n+ s

s

)
b−1−n +

∑
n≥0

a−1−n

(
−1− n

s

)
bn+s

=
∑
n≥0

an+s

(
n+ s

s

)
b−1−n + (−1)s

∑
n≥0

a−1−n

(
n+ s

s

)
bn+s

=
∑
n≥0

(
n+ s

s

)(
an+sb−1−n + (−1)sa−1−nbn+s

)
.

Clearly if we exchange a? and b?, then the sign changes by (−1)s, and this proves the assertion.

From [BP09, Thm. 4.1 and formula (45)], we quote the following result:

Proposition 3.7 (Bosser-Pellarin). Let A = Fq[t], k ≥ 1 and l ∈ Z/(q − 1). Suppose that s ≥ 1

satisfies
(
k+s−1

i

)
= 0 (mod p) for i = 1, . . . , s. Then, up to a character twist, Ds defines is a linear

Hecke-equivariant map of spaces of modular forms

Ds : Mk,l(GL2(A))→Mk+2s,l+s(GL2(A)).

The map Ds preserves the subspaces of cusp forms.

Note that for A = Fq[t] and K = GL2(Â), we have that ClK is the trivial group and Cad
har(N,K)GL2(F ) ∼=

Char(N)Γ for Γ = GL2(A). Thus, upon observing that this isomorphism is functorial in N , we can
reduce the results of the previous subsection to the local situation.

Denote the residue map Sk,l(Γ)→ Char(Vk,l)
Γ by f 7→ ck,l(f), and recall that ck,l is defined by

(ck,l(f))(e)(XiY j) = Rese fz
idz := ResAe fz

idz, (21)

where e is any oriented edge of the Bruhat-Tits tree, Ae denotes the associated annulus, see [Tei91,
Preliminaries], and i+ j = k − 2

Corollary 3.8. Suppose that
(
k+s−1

i

)
= 0 (mod p) for i = 1, . . . , s. Then

ck+2s,l+s(Dsf) = D∗sck,l(f)

Proof. Let i, j ≥ 0 such that i+ j = k − 2 + 2s. We have

(ck+2s,`+s(Dsf))(e)(XiY j) = Rese(Dsfz
idz)

3.6
= (−1)s Rese(fDsz

idz)

= (−1)s
(
i

s

)
Rese(fz

i−sdz).

The assertion follows now formally from the definition of ck,`(f)(e)(Xi−sY j−s) and the definition of
Ds in Proposition 2.6.

Note that while the map D∗s is Hecke-equivariant by construction (in the adelic situation), it is shown
in [BP09, Section 4.1.1], that Ds is Hecke-equivariant only up to twist by an explicit character. The
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reason for this phenomenon is that the Hecke-actions in the adelic and local situation use different
normalizations. Let pA denote a maximal ideal in A with monic generator p and denote by T ′p and Tp
the associated Hecke-operators on Sk,l(K) and Sk,l(Γ) as defined in [Böc02, Ch. 6] and [Gek88, § 6].
Then one has T ′p = pl−kTp by [Böc02, Example 6.13]. In particular, in the situation in Corollary 3.8,
one has

ck+2s,l+s(DsTpf) = D∗sck,l(Tpf) = pk−lD∗sck,l(T ′pf)

= pk−lT ′pD∗sck,l(f) = pk−lT ′pD∗sck,l(f)

= pk−lT ′pck+2s,l+s(Dsf)

= pk−lpl+s−k−2sTpck+2s,l+s(Dsf).

In other words, the diagram

Sk,l(Γ)

psTp
��

Ds // Sk+2s,l+s(Γ)

Tp
��

Sk,l(Γ)
Ds

// Sk+2s,l+s(Γ)

commutes and if f is an eigenform for Tp with eigenvalues ap, then Dsf is an eigenform for Tp with
eigenvalue app

s, which recovers [BP09, Lemma 4.6]. By the same reasoning, we can reformulate
Proposition 3.5(b) in this special situation as follows.

Corollary 3.9. If a subrepresentation M of Vk,l is isomorphic to a subrepresentation M ′ of Vk′,l′,
then for any Hecke-eigensystem (ap)p in Sk,l(Γ) corresponding to M there is a Hecke eigensystem
(app

k′−k−(l′−l))p in Sk′,l′(Γ).

3.3 The Frobenius on Drinfeld cusp forms

We keep the notation from the previous subsection, except we allow general congruence subgroups Γ.
The injective map τp : Sk,l(Γ)→ Spk,pl(Γ), f 7→ fp is Frobenius-linear and behaves nicely with respect
to the Hecke-operators: If f ∈ Sk,l(Γ) is a Hecke eigenform with Hecke eigensystem (ap)p, then the
form τp(f) is again a Hecke eigenform with eigensystem (app)p. If we denote the Frobenius morphism
on the perfect field C∞ by σ, we can reformulate the above to the following statement:

Proposition 3.10. The map τp : Sk,l(Γ)→ σ∗Spk,pl(Γ) is Hecke-equivariant.

It what follows, we give a representation theoretic explanation for this phenomenon using the map
αp constructed in (20) in Subsection 2.3.

Proposition 3.11. We have
cpk,pl(τp(f))(e) = αp(ck,l(f)(e)).

Proof. Assume that the annulus corresponding to e is given by {z ∈ C∞ | r < |z−c| < R} for c ∈ C∞
and 0 < r < R. Write f =

∑
n∈Z an(z − c)n. Then τp(f) =

∑
n∈Z a

p
n(z − c)pn. Thus, if we write

zi−1f = (z − c+ c)i−1
∑
n∈Z

an(z − c)n =

(
i∑

m=1

(
i− 1

m− 1

)
ci−m(z − c)m−1

)(∑
n∈Z

an(z − c)n
)
,
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we obtain Rese(fz
i−1dz) =

∑i
m=1

(
i−1
m−1

)
ci−ma−m. Consequently, we have

αp(ck,l(f)(e))(Xi−1Y j−1) = σ(ck,l(f)(e)(Cp(Xi−1Y j−1))

=


 i/p∑
m=1

(
i/p− 1

m− 1

)
ci/p−ma−m

p

if p | i,

0, otherwise.

On the other hand, we have

cpk,pl(τp(f))(e)(Xi−1Y j−1) = Rese(f
pzi−1dz)

=

i∑
m=1
p|m

(
i− 1

m− 1

)
ci−map−m/p =

bi/pc∑
n=1

(
i− 1

pn− 1

)
ci−pnap−n.

Since pn− 1 = p(n− 1) + p− 1, we see that
(
i−1
pn−1

)
= 0 if p - i by Proposition 2.2, which shows that

in this case
cpk,pl(τp(f))(e)(Xi−1Y j−1) = 0.

Assume now that p | i. Then we have, again by Proposition 2.2,(
i− 1

pn− 1

)
=

(
p(i/p− 1) + p− 1

p(n− 1) + p− 1

)
=

(
i/p− 1

n− 1

)
,

and thus,

cpk,pl(τp(f))(e)(Xi−1Y j−1) =

i/p∑
n=1

(
i/p− 1

n− 1

)
cp(i/p−n)ap−n =

 i/p∑
n=1

(
i/p− 1

n− 1

)
ci/p−na−n

p

,

which completes the proof; note that binomials mod p lie in Fp and are thus fixed by σ.

Thus, the Hecke-equivariant map constructed in Subsection 3.1,

αp : Sk,l(K)→ σ∗Spk,pl(K),

is just τp when switching to the local situation. As the final step to obtain a representation theo-
retic proof for Proposition 3.10, note that contrary to the situation in Subsection 3.2, the different
normalizations of the local and adelic Hecke operators are not visible in this case as

cpk,pl(τp(Tpf)) = αp(ck,l(Tpf)) = αp(p
k−lck,l(T

′
pf))

= ppk−plαp(T
′
pck,l(f)) = ppk−plT ′pαp(ck,l(f))

= Tpαp(ck,l(f)) = cpk,pl(Tpτp(f)).

3.4 Examples

In the following examples, we always fix A = Fq[t] and Γ = GL2(A).
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Non-vanishing hyperderivatives via Petrov’s special family

In his thesis, A. Petrov introduced the following family (n ≥ 1) of single cuspidal Hecke eigenforms
fn ∈ S2+n(q−1),1(Γ) with A-expansions,

fn =
∑
a∈A

monic

a1+n(q−1)ua,

where for each monic a ∈ A one defines ua(z) := u(az). The importance of Petrov’s family is that
it gives an explicit description of all cuspforms in level 1 which vanish exactly to the order 1 at the
cusp at infinity. It is not difficult to show that the analytic hyperderivatives defined in this section
transform Petrov’s forms in the following way

Dsfn = (−π̃)s
∑
a∈A

monic

as+1+n(q−1)Gs+1(ua),

where Gs+1 is the s+ 1-th Goss polynomial for the lattice π̃A as in [Gek88]; see e.g. [Pet15, (2)] for
this calculation. It follows then from [Pet13, Theorem 2.2] that all of the forms Dsfn for n, s ≥ 1
are non-zero functions, and thus whenever Ds preserves modularity, the forms Dsfn give examples of
non-zero cuspidal Hecke eigenforms in the image of the analytic hyperdifferential operators.

Chains of hyperderivative maps and interactions with the Frobenius

We have observed computationally that it is possible to have chains of hyperderivative maps between
spaces of various weights, but sometimes no direct map. So, for example for q = 3 we have chains of
hyperderivatives

S62,0(Γ)
D2−−→ S66,0(Γ)

D16−−→ S98,0(Γ)
D2−−→ S102,0(Γ) and a direct map S62,0(Γ)

D20−−→ S102,0(Γ)

but no direct maps

S62,0(Γ)
D18−−→ S98,0(Γ) and S66,0(Γ)

D18−−→ S102,0(Γ).

Notice that one has D2D16 = D16D2 =
(

18
2

)
D18 ≡ 0 in characteristic 3, and so while D18 does not

preserve modularity (i.e. D18 does not meet the requirements of Bosser-Pellarin’s result) on either of
the spaces S62,0(Γ) or S66,0(Γ) when q = 3, the compositions D2D16 and D16D2 still do, being just
the zero map in all cases. As all of these maps are between spaces of type 0, Petrov’s examples from
the previous section do not apply. There are also Frobenius maps

S22,0(Γ)
τ3−→ S66,0(Γ) and S34,0(Γ)

τ3−→ S102,0(Γ).

We have computed the action of the Hecke operator Tt on the image of all of these maps using Sage

which we summarize in the following diagram.
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S102,0(Γ)

(X − t4) · (X − t22) · (X − t28)
(X − t30) · (X + t48 + t24)

(X2 + t6X − t96 + t90 + t18)
(X2 + t10X + t92 − t84 + t12)

(irreducible of degree 3)

S34,0(Γ)

(X − t10) · (X + t16 + t8)
(X2 + t2X − t32 + t30 + t6)

τ3

S98,0(Γ)

(X − t2) · (X − t8) · (X − t20)
(X − t28) · (X + t46 + t22)

(X2 + t4X − t92 + t86 + t14)
(X2 + t44X + t70 + t62 − t44)

(irreducible of degree 3)

D2

S66,0(Γ)

(X − t4) · (X − t12) · (X + t30 + t6)
(X2 + t28X + t38 + t30 − t12)

(irreducible of degree 3)

D16

S62,0(Γ)

(X − t2) · (X − t8)
(X − t10) · (X + t28 + t4)
(irreducible of degree 3)

D2

D20

S22,0(Γ)

(X − t4) · (X + t10 + t2)

τ3

The lower part in each box displays the factorized characteristic polynomial of Tt acting on the space
of cusp forms displayed in the upper part of the box. The colors indicate which factors come from
factors in lower weight via the maps above. We should point out that one such link is not displayed
in the above diagram: The factor (X + t48 + t24) in weight 102 in fact comes via D20 from the factor
(X + t28 + t4) in weight 62, i.e. should be colored blue. However, this coloring would be misleading,
because this factor can’t possibly explain the factor (X + t46 + t22) in weight 98 as D16D2 = 0,
nevertheless it behaves exactly as one would expect assuming the composition would be non-zero,
which we find to be quite an interesting observation. We plan to investigate the interactions between
the Frobenius and the hyperderivatives further in future work.

4 Dimension formulas for SL2(A)-forms, A = Fq[t]

Using representation theory for GL2(F ) we were able to gain in Corollary 2.4 some understanding
of the Jordan-Hölder constituents of Vk,l. By Proposition 3.5, any composition series of Vk,l as an
GL2(F )-module will induce a Hecke-stable filtration of Char(Vk,l)

Γ with subquotients isomorphic to

Char(Lk′ ⊗ detm
′
)Γ for suitable (k′,m′). Thus, the number of non-zero such subquotients yields a

lower bound on the number of factors of the characteristic polynomial for each Hecke operator Tp
acting on Sk,l(SL2(A)), and the dimension of each non-zero such subquotient yields an upper-bound
on the degree of the factor of the characteristic polynomial for Tp corresponding to the “restriction of
Tp to this subquotient.” We will see in Section 5 that even in cases where there is just one non-zero
irreducible subquotient, the characteristic polynomials of the Hecke operators can still factor further
over F , and thus more work will be needed to understand this phenomenon.

Thus, in any effort to formulate an analog of the Maeda conjecture in the setting of Drinfeld modular
forms, one is forced to grapple with the various modules Char(Lk′ ⊗ detm

′
)Γ, as above. The present
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section explains, how for A = Fq[t] and Γ = SL2(A), one can in principle compute the dimensions of
the building blocks Char(Lk)

SL2(A). The outcome, which we shall make explicit for q ∈ {2, 3, 5}, looks
simple; see Propositions 4.9, 4.10 and 4.11, but we have not found a simple way to prove this or to
give closed formulas in general. Our explicit calculations do suggest that we have a rough estimate
for the dimension given by

dimF Char(Lk)
SL2(A) ≈ gcd(2, q2 − 1)

q2 − 1
dimF Lk.

In Proposition 4.1 we express dimChar(V )SL2(A) for any SL2(F )-representation V that is finite di-
mensional over F in terms of a formula that only involves the action restricted to SL2(Fq) and the
Steinberg module st for the latter finite group. For this we work out in detail some material from
[Tei91]. In Subsection 4.2 we explain how from this and work of Reduzzi on K0 of the representation
category of Fq[SL2(Fq)], in principle, one can derive explicit formulas for dimChar(V )SL2(A). To obtain
similar results for dimChar(V )GL2(A), one would need to extend [Red10] to GL2(Fq).

4.1 A model for SL2(A)-forms, A = Fq[t]

Throughout this section, let A = Fq[t] and let V denote a representation of SL2(F ) on a finite-
dimensional F -vector space. Denote by st := Lq−1 the Steinberg module for Fq[GL2(Fq)]. It is a
projective Fq[GL2(Fq)]-module by [Bon11, Lemma 10.2.4]. Let

SB2(Fq) = {
( a b
c d

)
∈ SL2(Fq) | c = 0}. (22)

Let X := SL2(Fq)/SB2(Fq). One can show that st is the kernel of the Fq[SL2(Fq)]-linear map

Fq[X ] −→ Fq,
∑
x∈X

axx 7→
∑
x∈X

ax, (23)

and observe that the map is split by Fq → Fq[X ], a 7→ a
∑

x∈X x, because #X = q + 1 ≡ 1 (mod p).
Note that one has the Fq[SL2(Fq)]-linear isomorphism

Fq[X ]
'−→ Ind

SL2(Fq)
SB2(Fq) Fq = Fq[SL2(Fq)]⊗Fq [SB2(Fq)] Fq, g SB2(Fq) 7→ g ⊗ 1.

The following result is an analog of the isomorphism for type 1 Drinfeld modular forms for GL2(A)
stated at the bottom of [Tei91, p. 507].

Proposition 4.1. One has an isomorphism of F -vector spaces

Char(V )SL2(A) ∼= HomFq [SL2(Fq)](st, V ).

The F -vector space structure on the right is induced from that on V , the SL2(Fq)-action on V is
induced from the map SL2(Fq) ↪→ SL2(A) that arises from the inclusion Fq ↪→ Fq[t].

Proof. The principal congruence subgroup of level t, denoted by Γ(t), is normal in GL2(A), and so
by Lemma 1.3(d) and Remark 1.4 we have an exact sequence of Z[GL2(A)]-modules

0→ St→ Z[T Γ(t)-st
1 ]

∂̄Γ(t)−−−→ Z[T Γ(t)-st
0 ]→ 0. (24)

Recall that the group GL2(F∞) acts transitively on the tree T ; the action is induced by the natural
left action of GL2(F∞) on F 2

∞. The standard vertex v0 of T is given by the lattice class v0 = [O2
∞].
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The vertex v1 = ( 1 0
0 π ) v0 = ( 0 1

π 0 ) v0 is adjacent to v0. The standard oriented edge e0 is the oriented
edge with o(e0) = v0 and t(e0) = v1. It is immediate from the definitions that one has

StabGL2(F∞)(v0) = F ∗∞GL2(O∞) and StabGL2(F∞)(e0) = F ∗∞I,

where I denotes the Iwahori subgroup of GL2(O∞) of matrices whose reduction modulo π is upper
triangular. This gives bijections GL2(F∞)/F ∗∞GL2(O∞) → T0 and GL2(F∞)/F ∗∞I → T or

1 . Under
this identification the map that associates to an oriented edge e its origin o(e) becomes the canonical
map GL2(F∞)/F ∗∞I → GL2(F∞)/F ∗∞GL2(O∞). The inversion map e 7→ e∗ on oriented edges e is
then induced by g 7→ g ( 0 1

π 0 ), and this gives a formula for e 7→ t(e) = o(e∗).

By [Ser03, Example II.2.4.1], a fundamental domain for the action of GL2(A) on T is given by the
subgraph with vertices vn = ( 1 0

0 πn ) v0, n ∈ N0 and edges en with o(en) = vn and t(en) = vn+1 together
with their opposites. By [CCM11, Section 2.5], we have that a vertex of the form vn is Γ(t)-stable
if and only if n = 0. Similarly, an edge of the form en is Γ(t)-stable if and only if n = 0. Let now
v ∈ T0 be an arbitrary vertex. Then we may find g ∈ GL2(A) and n ≥ 0 such that v = gvn. Since

Γ(t) is normal in GL2(A), it follows that v ∈ T Γ(t)-st
0 if and only if v ∈ GL2(A)v0. By the same

argument, we obtain T or,Γ(t)-st
1 = GL2(A)e0 ∪GL2(A)e∗0. From [Ser03, II.1.6, Proposition 3] we have

StabGL2(A)(v0) = GL2(Fq) and StabGL2(A)(e0) = B2(Fq). Thus, we obtain

Z[T Γ(t)-st
0 ] = Z[GL2(A)v0] ∼= Z[GL2(A)/GL2(Fq)] ∼= Z[SL2(A)/SL2(Fq)].

Similarly, by definition of Z[T Γ(t)-st
1 ], see Lemma 1.3(b), we have

Z[T Γ(t)-st
1 ] ∼= Z[GL2(A)e∗0] ∼= Z[GL2(A)/B2(Fq)] ∼= Z[SL2(A)/SB2(Fq)].

Combining this with (24), we obtain an exact sequence of Z[SL2(A)]-modules,

0→ St→ Z[SL2(A)/ SB2(Fq)]
∂̄Γ(t)−−−→ Z[SL2(A)/SL2(Fq)]→ 0. (25)

Going back through the definitions, we see that the map ∂̄Γ(t) is just given by the natural map
g SB2(Fq) 7→ gSL2(Fq). Since (24) and thus also (25) split as a sequence of Z[Γ(t)]-modules, we can
tensor with V over Γ(t) to obtain an SL2(A)/Γ(t) = SL2(Fq)-equivariant exact sequence

0→ St⊗Γ(t) V → (Ind
SL2(A)
SB2(Fq) Z)⊗Γ(t) V

∂̄Γ(t)−−−→ (Ind
SL2(A)
SL2(Fq) Z)⊗Γ(t) V → 0. (26)

To rewrite the middle and right term of (26), we let G = SL2(A), H = SL2(Fq), H ′ = SB2(Fq)
and N = Γ(t), so that G = N o H. We claim that the following natural maps are H-equivariant
isomorphisms:

(i) V |H → (IndGH Z)⊗N V , v 7→ H ⊗ v.

(ii) (IndHH′ Z)⊗Z V |H → (IndGH′ Z)⊗N V , hH ′ ⊗ v 7→ hH ′ ⊗ v.

For (i), this is easily verified directly: The injectivity is immediate as IndGH Z is a free Z[N ]-module.
Similarly, the surjectivity follows immediately from G = N oH. The H-equivariance is obvious. The
verification of (ii) can be done similarly upon observing that IndGH′ Z is a free Z[N ]-module on the
basis H/H ′. By invoking these isomorphisms, we may rewrite (26) as

0→ St⊗Γ(t) V → (Ind
SL2(Fq)
SB2(Fq) Z)⊗Z V |SL2(Fq)

∂̄Γ(t)−−−→ V |SL2(Fq) → 0.
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By tracing back through the isomorphisms, one sees that ∂̄Γ(t) is the map induced by (23). We
conclude that

St⊗Γ(t) V = Ker
(

Ind
SL2(Fq)
SB2(Fq) Fq → Fq

)
⊗Fq V |SL2(Fq).

Thus, by (23) we have St⊗Γ(t) V = st⊗Fq V |SL2(Fq), and this yields

Char(V )SL2(A) ∼= (St⊗Γ(t) V )SL2(Fq) = (st⊗Fq V )SL2(Fq).

Now, by Lemma 2.1(d) with the action restricted to SL2(Fq) ⊂ GL2(A), we have that st = Lq−1 is
self-dual and we deduce Char(V )SL2(A) ∼= HomFq [SL2(Fq)](st, V ), proving the proposition.

The following is an elementary result on HomSL2(Fq)(st, V ). Part (b) is essentially a special case of
[KM86, Cor. 1.3].

Proposition 4.2. Let V be an F [SL2(A)]-module of finite F -dimension.

(a) Denoting by V ss the semisimplification of V considered as an SL2(Fq)-module, the F -dimension
of HomSL2(Fq)(st, V ) is the multiplicity of Lq−1 ⊗Fq F in V ss.

(b) One has dimF HomSL2(Fq)(st, V ) = dimF V
SB2(Fq) − dimF V

SL2(Fq).

Proof. Part (a) follows from st being a projective Fq[SL2(Fq)]-module. To see (b), apply the functor

HomSL2(Fq)(·, V ) to the split exact sequence 0 → st → Ind
SL2(Fq)
SB2(Fq) Fq → Fq → 0 from (23), to obtain

the exact sequence

0→ HomSL2(Fq)(Fq, V )→ HomSL2(Fq)(Ind
SL2(Fq)
SB2(Fq) Fq, V )→ HomSL2(Fq)(st, V )→ 0.

Applying Shapiro’s Lemma to the middle term and computing dimensions proves (b).

Because of Proposition 4.2(a), we have dim HomSL2(Fq)(st, Vk,l) = dim HomSL2(Fq)(st,∆k−2). Now
the latter dimension can be computed using Proposition 4.2(b) and from the known structure of the
SL2(Fq)- and SB2(Fq)-invariants of Fq[X,Y ]: Define

f := XqY −XY q, g :=

q∑
l=0

(Xq−1)l(Y q−1)q−l ∈ Fq[X,Y ].

Theorem 4.3 ([Dic11]). For any field F ⊃ Fq one has

F[X,Y ]SL2(Fq) = F[f, g]

and
F[X,Y ]SB2(Fq) = F[X,Y ] ∩ F[f, Y ±(q−1)] = F[f, (f/Y )(q−1), Y (q−1)].

Proof. The calculation of the SL2(Fq)-invariants is due to Dickson, see [Dic11] or [KM86, Thms. 2.1
and 2.2]. We give the argument for the computation of the SB2(Fq)-invariants, and observe right
away that the equality on the right is straightforward.

We fix k ≥ 0 and then identify F[x, y]k with F[z]≤k, the polynomials in z of degree at most k, by the

map f(X,Y ) 7→ f(z, 1). Then the action
( a b
c d

)
XiY j = (dX − bY )i(−cX + aY )j (with i+ j = k and( a b

c d

)
∈ SL2(Fq)) turns into

( a b
c d

)
zi =

( dz − b
−cz + a

)i
(−cz + a)k = (dz − b)i(−cz + a)j .
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The action restricted to SB2(Fq) extends to all of F[z], and it is straightforward to verify that the

invariants under the unipotent group
( 1 Fq

0 1

)
are given by the subring F[zq − z]. Now note that( a 0

0 a−1

)
zi = ak−2izi, and from this it follows that( a 0

0 a−1

)
(zq − z)i = ak−2i(zq − z)i.

Hence the expression is invariant under all a ∈ F×q if and only if 2i ≡ k (mod q − 1).

Let i0 ≥ 0 be minimal such that 2i0 ≡ k (mod q − 1), let q′ = q − 1 if q is even and q′ = 1
2(q − 1) if q

is odd, and let h = (zq − z)q′ . Then we have

F[z]SB2(Fq) = (zq − z)i0F[h].

Moreover F[z]
SB2(Fq)
≤k = 0 if qi0 > k, or if both q and k are odd, and F[z]

SB2(Fq)
≤k = (zq − z)i0F[h]≤dk,q

otherwise, where dk,q ≥ 0 is the maximal integer such that q(i0 + dk,qq
′) ≤ k.

When converting back the answer to F[X,Y ] observe that

(zq − z)i0hd = (XqY −XY q)i0+dq′ · (Y q′)
1
q′ (k−(q+1)i0)−d(q+1)

,

where XqY − XY q and Y q′ are invariant under SB2(Fq) and where k − (q + 1)i0 ≡ k − 2i0 ≡ 0
(mod q − 1), so that 1

q′ (k − (q + 1)i0) ∈ Z. In fact, if q is odd, then 1
q′ (k − (q + 1)i0) − d(q + 1) is

even. Note also that 1
q′ (k− (q + 1)i0)− d(q + 1) can be negative. This proves the claimed expression

for Fq[X,Y ]SB2(Fq).

From the above, it follows that an F-basis of F[X,Y ]SB2(Fq) is given by

{f i0 · (f/Y )(q−1)i1 · Y (q−1)i2 | 0 ≤ i0 ≤ q − 2, i1, i2 ∈ N0}.

Counting invariants in a fixed homogeneous degree, and using deg f = q + 1, the corresponding
generating function for the dimensions of F[X,Y ]SB2(Fq) is

q−2∑
i0=0

(U q+1)i0 · 1

(1− U q−1)(1− U q(q−1))
.

Subtracting from this the generating function for the dimensions of F[X,Y ]SL2(Fq) gives

1− U q2−1

(1− U q+1)(1− U q−1)(1− U q(q−1))
− 1

(1− U q+1)(1− U q(q−1))
=

U q−1

(1− U q+1)(1− U q−1)
.

Noting that Vk+2,l is related to F [X,Y ]k, the following is an immediate consequence.

Corollary 4.4. For any l ∈ Z one has∑
k≥0

dimChar(Vk,l)
SL2(A)Uk =

U q+1

(1− U q+1)(1− U q−1)
.

The above formula was obtained originally via (rigid) analytic methods by Cornelissen building on
work of Gekeler, see [Cor97, Prop. 4.3]. It only serves to demonstrate that via the above representation
theoretic reformulation, one can also obtain this result; though perhaps via a more demanding route.
For this reason Teitelbaum in [Tei91, p. 507ff.] promotes the viewpoint that one can use the analytic
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formulas, reinterpreted through representation theory to obtain formulas for spaces of invariants, or
more concretely formulas for the multiplicity of st in some SL2(Fq)-representations.

In the case where the module is not Vk,l but Lk we see no analytic approach, since we have no explicit
description of the corresponding quotient of Sk,l(SL2(A)). In the following subsection, we shall use
representation theory to do the work for us. This is successful for some q, but we only see a general
algorithm but no closed formula yet.

Remark 4.5. The work of this subsection seems to be related to Gekeler’s work [Gek01] on finite
(Drinfeld) modular forms.

4.2 Dimension formulas via work of Reduzzi

Let G := SL2(Fq) with q = pe. In [Red11] Reduzzi proves the following result for the Grothendieck
group K0(G) of the category of finite length representations of Fq[G].

Theorem 4.6 (Reduzzi). Following the notation in Subsection 2.4, denote by ∆1 the standard rep-
resentation of G on F2

q and let T be an indeterminate over Z. The assignment ∆1 7→ T induces a
unique isomorphism of rings:

ϕ : K0(G)
'−→ Z[T ]/(f [e](T )− T ),

where f [e] = (f ◦ . . . ◦ f) is the polynomial of Z[T ] of degree q = pe obtained by e-fold composition of
the monic degree p polynomial

f(T ) =

b p
2
c∑

j=0

(−1)j
p

p− j

(
p− j
j

)
T p−2j .

Moreover one has the following:

(a) The polynomial f [e] has the explicit expression
∑b q

2
c

j=0(−1)j q
q−j
(
q−j
j

)
T q−2j.

(b) For k ∈ Z≥0 and gk(T ) :=
∑b k

2
c

j=0(−1)j
(
n−j
j

)
Tn−2j ∈ Z[T ] one has

ϕ(∆k) = gk(T ) (mod f [e](T )− T ).

(c) One has f [e](T )− T ≡ T q − T (mod p) and K0(G)⊗Z Fp ∼= Fp[T ]/(T q − T ).

(d) The Q-algebra K0(G)⊗Z Q is a product of number fields.

(e) One has K0(G)⊗Z Qq
∼= Qq

q for Qq the unramified extension of Qp of degree e.

Remark 4.7. Experimentally, one also observes the following:

(a) All factors of K0(G)⊗Z Q are totally real fields (Reduzzi).

(b) The factors of K0(G)⊗ZQ are abelian extensions of Q; they only ramify at primes dividing q2−1.

We now explain, how in principle Theorem 4.6 allows one to give explicit expressions for the dimension
of HomSL2(Fq)(st, Lk) and carry this through for q = 2, 3, 5. For this, observe first that Lk|G = Lk⊗FqF
and thus

dimF HomSL2(Fq)(st, Lk) = dimFq HomSL2(Fq)(st, Lk).

For simplicity of exposition, we assume K0(G)⊗ZR ∼= Rq, and we let σ0, . . . , σq−1 be the embeddings
K0(G)⊗Z Q→ R – we could also work with embeddings into Qq, alternatively.
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A Z-basis of K0(G) is given by ∆k, k = 0, . . . , q− 1, or alternatively by Lk, k = 0, . . . , q− 1. Observe
that the formulas of Bonnafé in Proposition 2.3 that allow one to go back an forth between the two
bases continue to hold for Fq[SL2(Fq)]-representations and k = 0, . . . , q−1. Recall also that st = Lq−1.

Note next that for an Fq[G]-representation V one has V (e) ∼= V for the e-th Frobenius twist. Let now
k be arbitrary in Z≥0 and write k =

∑
i≥0 kiq

i in its base q expansion with ki ∈ {0, . . . , q− 1}. Define
furthermore nk(d) := #{i ≥ 0 | ki = d} for d = 0, . . . , q− 1. Then as an Fq[G]-representation one has

Lk ∼=
⊗
i≥0

Lki
∼=

q−1⊗
d=0

L
⊗nk(d)
d .

To see the first isomorphism, observe that by the Steinberg Tensor Theorem, this holds for the base
p expansion, and if we insert twists. However after applying this theorem, we can group the tensor
products in packages of e consecutive digits and then use V = V (e) and run the Tensor Theorem
backwards. The second isomorphism follows by simply regrouping the factors.

If we furthermore write any d in its base p-expansion as d =
∑e−1

r=0 drp
r, then Ld =

⊗e−1
r=0 L

(r)
dr .6 The

next result is immediate from [Red11, Proof of 3.1 (2nd paragr.), Lem. 3.2] and induction.

Lemma 4.8. For r, k ≥ 0, one has

ϕ(∆
(r)
k ) = gk ◦ f [r].

In particular, for 0 ≤ r ≤ e− 1 and 0 ≤ k ≤ p− 1 one has ϕ(L
(r)
k ) = gk ◦ f [r].

Because st is projective over Fq[G], the dimension of HomFq [G](st, Lk) is equal to the multiplic-

ity of Lq−1 = ∆q−1 when writing Lk in terms of the Z-basis ∆s, s = 0, . . . , q − 1 as [Lk] =∑q−1
d=0 λk(d)[∆d]. Let αi, i = 0, . . . , q − 1, be the (pairwise distinct) roots of f [e](T ) − T . Then

σ := (σd)d=0,...,q−1 : K0(G)→ Rq indicated above is given explicitly by

∆k 7→ (gk(αj))j=0,...,q−1 ∈ Rq.

Note that α 7→ f(α) induces a permutation of the roots αi because f [e] = id on these roots.

Under the map (σi)i=0,...,q−1 the equality [Lk] =
∑q−1

d=0 λk(d)[∆d] becomes

( ∏
d=0,...,q−1

( e−1∏
r=0

gdr
(
f [r](αi)

))nk(d)
)
i=0,...,q−1

=

q−1∑
d=0

λk(d)
(
gd(αi)

)
i=0,...,q−1

. (27)

The expression on the left may look complicated. But it simply says that after evaluating the basic

polynomials for the L
(r)
k at the roots αi, computing Lk amounts to raising these values (separately)

to suitable powers. A main point of Reduzzi’s result is that it makes the a priori inexplicit product
structure on K0(G) explicit after passing to the ring Rq.
To solve equation (27) one only needs linear algebra, since the images of the ∆k, k = 0, . . . , q − 1
form an R-basis of Rq. If the αi are complicated, one has to think properly of how to solve the above
system to the needed precision. This should not be too hard, since the tuple of λk(d), d = 0, . . . , q−1
lies in Zd, and we only need to approximate the λk(d) to less than 1/2. Also note that we are only
interested in the coefficient of ∆q−1. This element is invariant under Frobenius twist. Hence one

could simply solve
∑e−1

r=0[L
(r)
k ] = eλk(q − 1)[∆q−1] +

∑q−2
d=0 λ

′
k(d)[∆d]. Summing over the Frobenius

twists may allow one to work over the trace field, i.e., the field that arises for q = p. We did not

6Below the number d varies. So we do regard d 7→ dr as a function in d.
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pursue this, since shall only present formulas for q = 2, 3, 5. We give details for q = 3, and only the
solution in the other two cases.

For q = p = 3 one has f(T ) = T 3 − 3T , and hence f [1](T ) − T = T (T − 2)(T + 2). We set α0 = 0,
α1 = 2, α2 = −2. For the Lk = ∆k, k = 0, 1, 2, we obtain g0(T ) = 1, g1(T ) = T, g2(T ) = T 2 − 1
as polynomials over Z[T ]. Write now a general k ≥ 0 as

∑
i≥0 ki3

i in its base 3 expansion, and let
nk(d) be the number of i such that ki = d, for d = 0, 1, 2. Then σg0 = (1, 1, 1), σg1 = (0, 2,−2) and
σg2 = (−1, 3, 3). For simplicity let ik = nk(1) and jk = nk(2). The linear system (27) now becomes

(0, 2,−2)ik · (−1, 3, 3)jk = (λk(0), λk(1), λk(2)) ·

 1 1 1
0 2 −2
−1 3 3

 ,

where the multiplication on the left is component-wise. This gives

(0ik · (−1)jk , 2ik3jk , (−2)ik3jk) · 1

8

 6 0 −2
1 2 1
1 −2 1

 = (λk(0), λk(1), λk(2))

with the convention 00 = 1. This proves

Proposition 4.9. If q = p = 3 and k ≥ 0, then dimLk = 2ik3jk and

dimChar(Lk)
SL2(A) =

1

8

(
(1 + (−1)ik) dimLk − 2 · 0ik(−1)jk

)
.

For q = p = 2, similar but simpler arguments give:

Proposition 4.10. If q = p = 2, then for all k ≥ 0 one has dimLk = 2nk(1) and

dimChar(Lk)
SL2(A) =

1

3

(
dimLk − (−1)nk(1)

)
For q = p = 5 a more elaborate argument gives

Proposition 4.11. If q = p = 5 and k ≥ 0, then dimLk = 2nk(1)3nk(2)4nk(3)5nk(4) and

dimChar(Lk)
SL2(A)

= 1
24

(
6 · 0nk(1)+nk(3)(−1)nk(2) + (dimLk − 4 · 0nk(2)(−1)nk(3)+nk(4))(1 + (−1)nk(1)+nk(3))

)
.

Remark 4.12. Dimension formulas for spaces of classical cusp forms of weight k for SL2(Z) can be
written in a case-by-case way using congruences of k−1 = dimQ Symk−2 Q2 modulo 12. The formulas
in the above propositions can be written in a similar form using congruences of dimLk modulo
(q2 − 1)/ gcd(2, q2 − 1) and of k modulo 2. However, our notation is more compact.

We think that the quantity (q2−1)/ gcd(2, q2−1) should be interpreted as the index [PSL2(A) : Γ1(t)]
where Γ1(t) denotes the image of Γ1(t) in PSL2(A), in analogy to the classical case. There the term
[PSL2(Z) : Γ] occurs as a factor in dimension formulas for classical modular forms of weight k for
congruence subgroups Γ (up to an error O(1)), where now Γ denotes the image of Γ in PSL2(Z).

Remark 4.13. An alternative approach to obtain the results in this subsection is to work out the
Brauer characters of the Lk and use the orthogonality relations for such to compute the multiplicity
of st in Lk. This allows one to recover the results of the present subsection. We plan to explore this
further in future work.

For the sake of completeness, we note the following easy result for general odd q.
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Proposition 4.14. Let q be odd and k ≥ 0 odd. Then

dimChar(Lk)
SL2(A) = 0.

Proof. Since Lk ⊂ ∆k, we obtain a SL2(A)-equivariant surjection Vk+2,l → Lk (for any l). Thus,
Corollary 1.21(b) implies

dimChar(Lk)
SL2(A) ≤ dimChar(Vk+2,l)

SL2(A).

The latter is zero by Corollary 4.4.

Remark 4.15. The above proposition can also easily proved directly by considering the action of the
matrix

(−1 0
0 −1

)
∈ SL2(A) directly on Char(Lk) similar to the classical case.

5 Investigations towards a Maeda-style conjecture for q = 3 and
special weights

As indicated in Section 3, the weights of the form k = 1 + pn − cpn−1 for n ≥ 0 and 0 ≤ c <
p− 1 are the most natural candidates for a simple formulation of a conjecture of Maeda-type as the
relevant GL2(F )-representation Vk,l is irreducible (for any l). In particular, there are no non-zero
hyperderivatives from lower weights. In this section, we want to investigate such a possible conjecture
in the special case q = 3. This is based on explicit computations using the computer algebra systems
Magma and Sage. In the sequel, we consider A = F3[t] and Γ = GL2(A). We set kn = 1 + 3n and
compute the characteristic polynomial Pt,n,l ∈ F [X] of the Hecke operator Tt associated to t ∈ A
acting on the spaces Skn,l(Γ) for the two types l = 0, 1. We denote by dn,l the dimension of these
spaces. Note that the weights of the form 1+3n−3n−1 are not relevant for us as there are no non-zero
Drinfeld cusp forms of odd weight for the group Γ.

Note that the factorizations in Table 1 take place in F [X]. Note also that

all irreducible factors of degree d > 1 that appear in Table 1 have Galois group Sd.

Thus, we observe that aside the from the large number of linear factors appearing and the splitting
into two large factors in weight 244, we have a Maeda-style behavior. The factor (X − t) showing up
in all spaces of type 1 corresponds to the unique cuspidal, but non double cuspidal form by [Pet13,
Theorem 3.2] and can therefore be omitted from the discussion. However, the other linear terms and
their corresponding eigenvalues show remarkable symmetries, which we are going to explore further.
In the sequel, we refer to these eigenvalues as special eigenvalues.

The first key observation is that there are n monomials appearing in the special eigenvalues in
weight kn with non-zero coefficients and that their degrees are easily predictable as follows: If we
divide a special eigenvalue in weight kn by tkn/2, the resulting polynomial in t−1 has monomials
t−1, t−3, . . . , t−3n−1

, in particular it is additive in t−1. This leads to the natural question if the coeffi-
cients of the monomials (in this case just signs) are easily predictable as well. To make the situation
more transparent, we use the short notation (−1)ni for the set of all tuples in (F×3 )n with exactly i
entries being −1. Moreover, we denote the number of special eigenvalues in weight kn by sn. Now,
we can summarize the situation in Table 2.

We first note that this suggests sn = (2n−(−1)n)/3. However, we can say even more: The signs (−1)ni
in weight kn are precisely those with 0 ≤ i ≤ n and i ≡ 1− n (mod 3). If we denote by Σn ⊂ (F×3 )n

the union of these signs, by S0
kn,l

(Γ) the space of double cups forms in Skn,l(Γ) and by P 0
t,n,l the factor

of Pt,n,l corresponding to this space, we are able to formulate the following conjecture.
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n kn dn,0 dn,1 Irreducible factors of Pt,n,0 Irreducible factors of Pt,n,1
2 10 1 1 (X + t4 + t2) (X − t)

3 28 3 4 (irreducible of degree 3)

(X − t)
(X + t13 − t11 − t5)
(X − t13 + t11 − t5)
(X − t13 − t11 + t5)

4 82 10 10

(X − t40 − t38 − t32 − t14)
(X + t40 + t38 + t32 − t14)
(X + t40 + t38 − t32 + t14)
(X + t40 − t38 + t32 + t14)
(X − t40 + t38 + t32 + t14)
(irreducible of degree 5)

(X − t)
(irreducible of degree 9)

5 244 30 31
(irreducible of degree 7)
(irreducible of degree 23)

(X − t)
(X + t121 + t119 + t113 + t95 + t41)
(X − t121 − t119 + t113 + t95 − t41)
(X − t121 + t119 − t113 + t95 − t41)
(X − t121 + t119 + t113 − t95 − t41)
(X − t121 − t119 − t113 + t95 + t41)
(X − t121 + t119 − t113 − t95 + t41)
(X − t121 − t119 + t113 − t95 + t41)
(X + t121 + t119 − t113 − t95 − t41)
(X + t121 − t119 + t113 − t95 − t41)
(X + t121 − t119 − t113 − t95 + t41)
(X + t121 − t119 − t113 + t95 − t41)

(irreducible of degree 19)

Table 1: Factorized Hecke polynomials

n kn sn Signs

2 10 1 (−1)2
2

3 28 3 (−1)3
1

4 82 5 (−1)4
0, (−1)4

3

5 244 11 (−1)5
2, (−1)5

5

6 730 21 (−1)6
1, (−1)6

4

Table 2: Sign patterns for the special eigenvalues

Conjecture 5.1. For all n ≥ 2, with kn = 1 + 3n, the elements in{
tkn/2

n−1∑
i=0

cn,it
−3i | (cn,i)i ∈ Σn

}
⊂ A

are eigenvalues for the Hecke operator associated to t ∈ A acting on S0
kn,n

(Γ). The remaining irre-

ducible factors Qi of P 0
t,n,n are of degree larger than one with Galois group SdegQi

. The factorization
of P 0

t,n,n−1 only contains such polynomials Qi.

Remark 5.2. We would like to mention that we have also computed the matrix of Tt in weight 730.
However, computing the characteristic polynomial of this matrix has proven to be not possible within
reasonable running time using the build-in methods of standard computer algebra systems. Using
reduction modulo large primes, we were nevertheless able to confirm that the only degree one factors
in weight 730 and type 0 are those coming from the special eigenvalues.
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Remark 5.3. At present, it is completely unclear how and why these special eigenvalues arise. While
we are able to write down a purely combinatorial recipe predicting the eigenvalues, all attempts to
get a grasp for the corresponding eigenforms have failed so far. We should note however that it is
an easy exercise to check that at least the ”sanity check” equality #Σn = (2n − (−1)n)/3 holds.
To formulate a full Maeda-type conjecture, we would need to predict the number of higher degree
irreducible factors and their degrees. While our data suggests growth of the degrees with the weight,
our data is too limited to formulate a precise conjecture. First results for q = 5 indicate that this
phenomenon could generalize. The case q = 2 is in general more involved, as there are inseparability
phenomena that seem to disappear for odd primes. It would also be of great interest to investigate
the behaviour for more general weights k when considering the representations Lk (instead of Vk,l) as
in the previous section. We plan to further investigate these points in future work.

Note that the dimension of the “special part” grows (conjecturally) much slower than the dimension
of the full space of double cusp forms. Asymptotically, one would have

sn ≈
2n

3
and dimS0

kn,n(Γ) ≈ 3n

16
.

Remark 5.4. Note that (classically) computational evidence suggests that it is sufficient to consider
only one Hecke operator to observe the full Maeda-style behavior. In the function field case considered
here one can say a bit more; one obtains the same results for degree one primes in A different from
(t) rigorously by simple substitution.

Remark 5.5. The special eigenform of weight 10 in Table 1 has been studied in more detail by Shin
Hattori in [Hat19, Section 4.2.2]. In particular, in his analysis of a t-adic family through this form he
provides an explicit description as an element of Char(V10,0)Γ1(t) ' V10,0.

A Appendix

The aim of this section is to provide some auxiliary cohomological results used in Section 1. In A.1
we consider the local setting and in A.2 the adelic setting.

A.1 Tor exactness for certain modules over group rings

For a finite group G and a Z[G]-module X let XG = X/{gx− x | x ∈ X, g ∈ G} and XG = {x ∈ X |
∀g ∈ G : gx = x} denote the modules of G-coinvariants and G-invariants of X, respectively. Recall
(see [Ser79, VIII.1]) that one has a well-defined norm map

νX,G : H0(G,X) = XG −→ H0(G,X) = XG, x 7→
∑
g∈G

gx. (28)

Its kernel and cokernel are the Tate cohomology groups Ĥ−1(G,X) and Ĥ0(G,X), respectively. Recall
also from [Ser79, IX.3] that X is called cohomologically trivial if Ĥ i(H,X) = 0 for all i ∈ Z and for
all subgroups H of G; observe that νX,G is an isomorphism if X is cohomologically trivial.

Let now Γ be any group, let Γ′ ⊂ Γ be a normal subgroup of finite index and set Γ̄ = Γ/Γ′. For any
subgroup H ⊂ Γ̄, we define ΓH as the inverse image of H under the canonical projection Γ→ Γ̄, γ 7→ γ̄.
Let A be a commutative ring, and let M be a right Z[Γ]-module and let N is a left A[Γ]-module. It
is straightforward to verify that M ⊗Γ′ N is a left A[Γ̄]-module via

γ̄ ·m⊗Γ′ n = mγ−1 ⊗Γ′ γn, (29)
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for m ∈M , n ∈ N and γ ∈ Γ, and that the map

λM,N : (M ⊗Γ′ N)Γ̄ →M ⊗Γ N, [m⊗Γ′ n] 7→ m⊗Γ n (30)

is an A-module isomorphism. We also use the term norm map for the composition νM⊗Γ′N,Γ̄
◦

λ−1
M,N : M ⊗ΓN → (M ⊗Γ′ N)Γ̄. The aim of this section is the following technical result as well as the

variant Proposition A.3 in an adelic setting.

Proposition A.1. Suppose that A is a ring of characteristic p > 0 and that M is projective as a
Z[ΓH ]-module for any p-Sylow-subgroup H of Γ̄. Then the following hold.

(a) The module M ⊗Γ′ N is cohomologically trivial as an A[Γ̄]-module.

(b) The norm map M ⊗Γ N
(30)
= (M ⊗Γ′ N)Γ̄ → (M ⊗Γ′ N)Γ̄ is an isomorphism.

(c) For any short exact sequence 0→ N ′ → N → N ′′ → 0 of left A[Γ]-modules the sequence

0 //M ⊗Γ N
′ //M ⊗Γ N //M ⊗Γ N

′′ // 0

is exact.

For the proof of the proposition we first need a lemma.

Lemma A.2. If M is a projective Z[Γ]-module, then M⊗Γ′N is a cohomologically trivial A[Γ̄]-module.

Proof. Observe first that we may assume that M is a free Z[Γ]-module; this holds because cohomolog-
ical triviality is inherited by direct summands and because any projective module is a direct summand
of a free module. Next note that cohomological triviality is also preserved under filtered direct limits
and under direct sums. Since our M will be a limit of modules of the form Z[Γ]n, it will thus suffice
to prove the lemma assuming that M = Z[Γ]. For M = Z[Γ] one verifies that that the map

Z[Γ]⊗Γ′ N → A[Γ̄]⊗A N, γ ⊗ n 7→ γ̄−1 ⊗ γn

is an isomorphism of A[Γ̄]-modules with inverse γ̄ ⊗ n 7→ γ−1 ⊗ γn (the right hand expression is
independent of the chosen representative γ ∈ Γ of γ̄); here Γ̄ acts on the left module as defined in
(29), and on the right module via its left action on A[Γ̄] (by left translation) and the trivial action onN .
Therefore M⊗Γ′N is an induced A[Γ̄]-module, and hence cohomologically trivial by [Ser79, IX.3].

Proof of Proposition A.1. For the proof of part (a) we set L := M ⊗Γ′ N . We apply Lemma A.2
to ΓH ⊃ Γ′ for any p-Sylow subgroup H of Γ̄. This shows that L is cohomologically trivial as an
A[H]-module for any p-Sylow subgroup H of Γ̄. Note next that L is p-torsion since CharA = p. Thus
we may apply the criterion from [Ser79, IX.5 Thm. 8] to deduce that L is cohomologically trivial as
an A[Γ̄]-module.

Part (b) is immediate from part (a) and the observation on the norm map in the paragraph following
the definition of the norm map in (28). For part (c) observe that the sequence

0 //M ⊗Γ′ N
′ //M ⊗Γ′ N //M ⊗Γ′ N

′′ // 0

is exact, because M is Z[Γ′]-projective. We now apply part (b) to conclude.
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A.2 Adelization of Proposition A.1

In this section, we provide an abstract setting in which we formulate and prove an analog of Propo-
sition A.1. This is used in Subsection 1.3 for the adelic Steinberg module.

Let G and H be groups with H finite. Let S be a bi-G × H-set, by which we mean that S carries
a left action by G and a right action by H and that the two actions commute. Note that then
G\S = {Gs | s ∈ S} carries a right H-action and that S/H = {sH | s ∈ S} carries a left G-action.
We make the assumption

∀s ∈ S : StabH(s) = {eH} (31)

on H-stabilizers, so that S is a free right H-set. Let furthermore M be a left Z[G]-module. We define
the right Z[G×H]-module M [S] as follows: as a Z-module it is

M [S] :=
⊕
s∈S

M.

Elements are denoted as sequences (ms)s∈S with ms ∈ M , where it is understood that almost all
ms = 0. The G×H-right action is defined by

(ms)s∈S · (g, h) := (g−1 ·mgsh−1) (32)

for (g, h) ∈ G×H and (ms) ∈M [S]. Note that

M [S]⊗H Z = M [S]H = M [S/H]. (33)

We call a subgroup H ′ ⊂ H small for M [S] if M is projective as a Z[StabG(sH ′)]-module for all
s ∈ S. Let A be a ring of characteristic p > 0. Let N be a left A[G]-module.

The following result is an analog of Proposition A.1.

Proposition A.3. If all p-Sylow subgroups of H are small for M [S], then the following hold:

(a) The module M [S]⊗G N is cohomologically trivial as an A[H]-module.

(b) The norm map ν : M [S/H]⊗G N −→ (M [S]⊗G N)H is an isomorphism.

(c) For any short exact sequence 0→ N ′ → N → N ′′ → 0 of left A[G]-modules, the sequence

0 //M [S/H]⊗G N ′ //M [S/H]⊗G N //M [S/H]⊗G N ′′ // 0

is an exact sequence of A-modules.

Proposition A.4. Let T be an A-subalgebra of EndZ[G×H](M [S]). Then the following hold:

(a) On (M [S]⊗GN)H and M [S/H]⊗GN , an A-linear action of T is given by t·(m⊗n) := (tm)⊗n.

(b) The norm map from Proposition A.3(b) is T -linear.

(c) Let N → N ′ be a map of A[G]-modules. The induced maps (M [S]⊗G N)H → (M [S]⊗G N ′)H
and M [S/H]⊗G N →M [S/H]⊗G N ′ are T -equivariant.

(d) Suppose that M [S] satisfies the condition from Proposition A.3. Then for any short exact
sequence 0→ N ′ → N → N ′′ → 0 of left A[G]-modules, the sequence

0 //M [S/H]⊗G N ′ //M [S/H]⊗G N //M [S/H]⊗G N ′′ // 0

is an exact sequence of T -modules.
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We first prove Proposition A.4 using Proposition A.3.

Proof of Proposition A.4. For part (a) we need to show that {m ⊗ gn − mg ⊗ n | m ∈ M [S], n ∈
N, g ∈ G} is preserved by multiplication by t ∈ T . This follows from

t · (m⊗ gn−mg ⊗ n) = tm⊗ gn− t(mg)⊗ n
t∈EndZ[G×H](M [S])

= tm⊗ gn− (tm)g ⊗ n.

Since t ∈ EndZ[G×H](M [S]), it also preserves taking H-invariants. The above computation is also valid
when replacing M [S] by M [S/H] completing the proof of (a). Parts (b) and (c) follow analogously.
By (c), the maps in (d) are T -equivariant, the exactness follows Proposition A.3(c).

In the remainder of this subsection, we give the proof of Proposition A.3. We define for s ∈ S the
groups

Hs := StabH(Gs), Γ′s := StabG(s), Γs := StabG(sH).

Lemma A.5. The following properties hold:

(a) The subgroup Γ′s of Γs is a normal subgroup.

(b) The groups Γ̄s := Γs/Γ
′
s and Hs act simply transitively on sHs from the left and from the right,

respectively.

(c) For all γ̄ ∈ Γ̄s there is a unique hγ̄ in Hs such that γ̄s = sh−1
γ̄ , and the map

Γ̄s → Hs, γ̄ 7→ hγ̄

is an isomorphism of groups.

(d) The map ιs : Γs → Γs ×Hs, γ 7→ (γ, hγ̄) is a group monomorphism and StabΓs×Hs(s) = ιs(Γs).

Proof. (a) For γ ∈ Γs let hγ ∈ H be such that γs = shγ , and hence γ−1s = sh−1
γ . Then for γ′ ∈ Γ′s

we have
γγ′γ−1s = γγ′sh−1

γ = γsh−1
γ = s,

the point being that G- and H- actions commute. This shows (a).

(b) The claim on Hs is immediate from our hypothesis StabH(s) = {eH}. Also, it is clear that Γ̄s
acts simply transitively on the Γs-orbit of s under Γs, since Γ′s is the stabilizer of this action. It
remains to show that Γss = sHs. For “⊆”, let γ be in Γs and hγ ∈ H as in the proof of (a). Then
(Gs)hγ = Gγs = Gs, and so hγ ∈ Hs. For “⊇”, let h be in Hs and γh ∈ G so that sh = γhs. Then
γhsH = shH = sH, and so γh ∈ Γs, and this concludes the proof of (b) .

(c) The existence and uniqueness of hγ̄ is immediate from (b). The fact that the map given is a group
isomorphism also follows from (b), upon noting that Γ̄s acts from the left and Hs from the right,
which explains the inversion in the definition of hγ̄ .

(d) The first part is obvious, so that we only have to prove StabΓs×Hs(s) = ιs(Γs). For “⊆” suppose
that (γ, h) ∈ Γs × Hs fixes s, i.e, that γsh = s. Then γs = sh−1, and so h = hγ̄ , and hence
(γ, h) = ιs(γ). The proof of “⊇” is analogous, and we omit it.

Next note that since GsH ⊂ S is a bi-G×H-subset, we have an inclusion of Z[G×H]-modules

M [GsH] ⊂M [S] (34)

Lemma A.6. We have the following isomorphisms of right Z[G×H]-modules
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(a) M [S] =
⊕

i∈IM [GsiH] for a set of representatives {si}i∈I in S of G\S/H.

(b) M [GsH] ∼= IndG×HG×Hs
M [GsHs]

(c) M [GsHs] ∼= IndG×Hs
Γs

M , where Γs → G×Hs is given by ιs from Lemma A.5.

Proof. Part (a) is clear from the definitions and the partition GSH =
∐
i∈I GsiH. For (b) and (c)

recall that for a group G with subgroup H, a right Z[G]-module V is induced from a Z[H]-submodule
W ⊂ V , if and only the map

⊕
g∈G/HWg → V , given by inclusion Wg ⊂ V on each summand, is an

isomorphism of Z-modules; see [Ser77, § 3.3].

To see (b), note now that W := M [GsHs] is a G × Hs-submodule of V := M [GsH], and because
GsH is a disjoint union

∐
h̄∈Hs\H GsHsh, we have

⊕
h∈Hs\HM [GsHs]h = M [GsH] as Z-modules, so

that the criterion just stated applies.

To prove (c), denote by V the G×Hs-module M [GsHs] and write W for the Γs-module M [{s}] = M ;
note that by Lemma A.5(d), M [{s}] is indeed a Γs-module; it is also clear that W is a Γs-submodule
of V . Clearly GsHs is equal to the disjoint union

⋃
(g,h)∈(G×Hs)/ StabG×Hs (s)(g, h){s}, and the proof of

(c) proceeds now as that for (b).

Proof of Proposition A.3. (a) Arguing as in the proof of Proposition A.1(a), it suffices to prove (a)
for any p-Sylow subgroup of H; i.e., we may assume that H is small. Since cohomological triviality
passes from modules to their direct sum, by Lemma A.6(a) we may assume S = GsH for some (or
any) s ∈ S. By Lemma A.6(b) and (c), we thus have M [S] = IndG×HΓs

M , where Γs → G×H is given

by ιs from Lemma A.5. Since IndHHs
maps cohomologically trivial Hs-modules to cohomologically

trivial H-modules (see the beginning of [Ser79, IX.3] ), we may assume H = Hs when proving that
M [GsH]⊗GN is cohomologically trivial as an H-module. Arguing as in the proof of Lemma A.2, we
may assume that M ∼= Z[Γs]. In this case we have

IndG×HΓs
M ⊗Γs N = Z[G×H]⊗G N ∼= Z[H]⊗Z N ∼= IndH{eH}N

as an A[H]-module; as an induced module, the latter is obviously cohomologically trivial, proving (a).

Part (b) is immediate from part (a) and the observation after the definition of the norm map in (28).
For part (c) we claim that M [S] ⊗G is an exact functor, i.e., that M [S] is projective as a Z[G]-
module. From this it follows that the sequence 0→M [S]⊗G N ′ →M [S]⊗G N →M [S]⊗G N ′′ → 0
is exact. By (a) it will remain so after taking H-invariants. From (b) the assertion in (c) will follow.
To see the claim, note that H is irrelevant, and so by our hypothesis we may assume that H is small.
Then the projectivity follows as in the proof of (a).
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