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Introduction

The Hamilton-Jacobi method is a powerful way to find orbits
minimizing the action. Two flavours:
> time dependent

e good for time-fixed (Tonelli) minimizers,
e we use it to prove Weierstrass' theorem;

» time independent

e good for time-free minimizers,
e we use it for the pendulum.

Notation:
» [ : TM — R Tonelli Lagrangian on manifold M,
» H: T*M — R associated Tonelli Hamiltonian.



Time-dependent subsolutions of HJ-equation

Definition (L-gradient)
Let S: M x [a,b] — R be C! and write S; := S(-,t) V't € [a, b].
The L-gradient of S is the time-dependent vector field on M

grad; S;(x) = Leg~1(d,S;), V(x,t) € M x [a, b].

Definition (Time-dependent subsolutions)

A C'-function S : M x [a, b] — R is a time-dependent subsolution
of the Hamilton-Jacobi equation if

H(x,dXSt) +8t5t(X) < 07 \V/(X, t) e M x [a, b]

We denote by Ns C M X [a, b] the set of pairs (x, t), where
equality holds. We say that S is a solution if Ns = M x [a, b].




Time-dependent subsolutions yield Tonelli minimizers

Theorem (A)
Let S : M x [a, b] — R be a subsolution and xg,x1 € M. Then,

AL(y) = Sp(x1) — Sa(x0), vy e Gy ([a; b], M)

X0,X1

with equality iff y is a flow line of grad; S; with (t,~(t)) € Ns, V' t.
Each such flow line is a Tonelli minimizer.

v



Proof.
For all (x,v) € TM we have by the Fenchel inequality

L(x,v)+ H(x,dxS¢) > deSe - v
with equality if and only if v = grad; S;(x). Therefore,

L(x,v) > dx St - v — H(x,dxSt) > duSt - v + 0:S¢(x)
= d(x,f)5 : (V + 81“)

with equality if and only if v = grad; S¢(x) and (x,t) € Ns. Thus,

b b
A2 [ oS- () +o0de= [ L [s6(0.0]dr

= 5(7(b), b) — S(+(a), a)
= Sb(Xl) — Sa(Xo). L]




Reminder of Weierstrass Theorem

Theorem (Part I)

Let L be bounded from below. For all K C TM compact there
exists 0 > 0 such that for all (x,v) € K the EL-solution

VY(x,v) - [Oa 5] - M, (’Y(x,v)(o)”.y(x,v)(o)) = (X7 V)

is well-defined and the unique minimizer in C)fcv( )(5)([0, o], M).

Theorem (Part I1)

Let L be bounded from below. For all K C M compact there exist
C,0 > 0 such that for all x € K and y € M with d(x,y) < Cé
there is a (unique) EL-Solution

7:00,6] = M, 4(0) =x, v(6) =y

which is the unique minimizer in CZ<,([0, 6], M).




The proof

Part | = Part Il.

By the implicit function theorem there exist C,d > 0 such that for
all x e K

Ka={ve M| v\ <2C} 5 M, v 94)(9)

is an embedding whose image contains Bcs(x). To deduce Part I,
apply Part | to K = Uyek Kx- O

To prove Part | we use local existence of HJ-solutions.

Lemma

Let K be a compact set of TM. There are §,¢ > 0 such that for all
(x,v) € K there exists a time-dependent HJ-solution of class C?
S : B(x) x [0,0] = M with v = grad,; Sp(x). O




The proof

Proof of Part I.
Given K C TM let § and € as in the lemma:

Y(x,v) € K, 3S : B.(x)x [0, 3] — R, C? solution, v = grad, So(x).

Theorem (A) = flow line () : [0,0] = Be(x) of grad, S;
through x is unique minimizer in C7 ([0, 9], Bc(x)), y := Y(x,v)(0)-
v € C?> = «is EL-solution with initial condition (x, v).

Left to show: () unique minimizer in CZS ([0, 6], V).

Take v in this set with ([0, 1)) C Bc(x), 7(01) € 0Bc(x) for a 4.
WLOG: L > 0 as L bounded from below. Then:

4 small

L>0 pd L Tonelli
A2 [ L0 e 2 d(0)2(60) + Boy 2 ¢~ 816 > /2,
0

Then: K compact = L((Y(x,v)» Y(x,v))) < C for some C. Thus,

6 small

AL(’Y(X,V)) <Co < 6/2. L]




k-subsolutions of the HJ-equation

Definition (k-subsolutions)
Let k € R. A Cl-function u: M — R is a k-subsolution of the

Hamilton-Jacobi equation if
H(x,dxu) < k, Vxe M.

We denote by M, C M the set of points x, where equality holds.
We say that v is a k-solution if M, = M.

Remark
» If uis a k-subsolution, S(x,t) = u(x) — kt is a
time-dependent subsolution on M x R.
» [f M is closed and uy is a ky-solution, u» is a ko solution, then
ki = kp (3x € M, dxu; = dyup).
> If L(x,v) = 3|v|2 then the geodesic radial coordinate
r: B(x) — (0,00) is a &-solution: by Gauss Lemma |dr| = 1.




k-subsolutions yield time-free minimizers for L + k

Theorem (B)
Let u: M — R be a k-subsolution and xy,x1 € M. Then,

AL-H((’Y) > U(Xl) - U(X0)7 V’Y € U C;?Och [Oa T]v M)
T>0
with equality iff v is a flow line of grad; u contained in M. Each
such flow line is a time-free minimizer.
Hence, a flow line v : R — M of grad; u with y(R) C M, is a
global time-free minimizer for L + k.

Proof.

Same ideas as in Theorem (A).




k-subsolutions with other cohomology classes

Let 6 be a closed 1-form on M with ¢ := [0] € H}(M; R).
Set Ly := L+ 6. New Hamiltonian is Hp(x, p) = H(x, p — ).
A function uy : M — R is a k-subsolution for Ly iff

VxeM, H(x,deup—0x) < k.
Finding uy is equivalent to finding 6 closed 1-form on M with
VxeM, H(x,0)<k,  [f]=-c.
Moreover,

My, ={x e M| H(x,éx) = k}, grad, ug = Legzl(é).



Application to the pendulum

Consider the pendulum L : TS? — R, L( v) = 1{v|? + (1 —cosx).
Yk >0, 36 two closed forms with ¢i := [0;] € H*(S'; R) and

H(x,—(6F)x) = k, VxeSh

Leg_l(—eki)—ﬂowlines are global time-free minimizers of Lef + k.

For all r € [0,1) the closed forms rff have [r0F] = rci and satisfy
H(x,—(rf5)x) <0, VYxe St

with equality only at x = 0, where Leg~1(— rﬁi) = 0. Hence, the
constant orbit at x = 0 is a global time-free minimizer for L o

It will follow from the general theory that these are the only global
time-free minimizers for the pendulum (try direct proof).



